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Abstract—A testability measure called conflict based on conflict analysis in the process of sequential circuit test generation is

introduced to guide nonscan design for testability. The testability measure indicates the number of potential conflicts to occur or the

number of clock cycles required to detect a fault. A new testability structure is proposed to insert control points by switching the extra

inputs to primary inputs, using whichever extra inputs of all control points can be controlled by independent signals. The proposed

design for testability approach is economical in delay, area, and pin overheads. The nonscan design for testability method based on

the conflict measure can reduce many potential backtracks and make many hard-to-detect faults easy-to-detect; therefore, it can

enhance actual testability of the circuit greatly. Extensive experimental results are presented to demonstrate the effectiveness of the

method.

Index Terms—Conflict, inversion parity, nonscan design for testability, partial scan design, sequential depth for testability, testability

measure.
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1 INTRODUCTION

DESIGN for testability for sequential circuits is very
essential. Full scan design arranges all flip-flops in a

chain when the circuit is being tested and values of state
lines are scanned in before each test and scanned out after
each test, which reduces the test generation problem to the
combinational circuit test generation problem. An attractive
alternative to full scan design is partial scan design, in which
only a subset of the flip-flops is placed in a scan chain. Delay,
area overheads, and test application time can be reduced.
Scan design has the following disadvantages: 1) Test vectors
cannot be applied at the speed of the operational clock and
test application time is higher than that in a nonscan designed
circuit due to shifting tests and test responses through scan
chains; 2) scan design can only insert control and observation
points into state lines and outputs of flip-flops. Greater
testability improvement can be obtained when test points are
inserted into other internal lines.

1.1 Previous Work

Nonscan design can provide at-speed test, low test applica-

tion cost, and, above all, effectively enhance testability. Test

point insertion has been extensively used in various issues of

design for testability. Hayes and Friedman [13] and Saluja

and Reddy [27] proposed insertion of test points in a

combinational circuit as a means to make the circuit fully

testable by a test set of small cardinality. Fujiwara et al. [8] and

Pradhan [23] proposed the use of extra inputs to simplify
testing by augmenting a machine so that it contains the
synchronizing sequence and the distinguishing sequence,
through which an easily testable sequential machine can be
designed. Saluja and Dandapani [26] presented a method of
modifying a multiple-output sequential machine by adding
extra inputs. A machine so modified can be tested by a
checking experiment and determined to be faulty or fault-free
by observing one output value only. Motohara and Fujiwara
[17] utilized a couple of effective heuristics to place test points
for combinational circuits based on testability analysis and
the FAN test generation algorithm [9] in order to obtain
complete test efficiency. Rudnick et al. proposed a hard-fault-
oriented observation point insertion method to enhance
testability and provide at-speed test by combining an aliasing
minimization technique [24]. Recently, papers [6], [19]
presented techniques to achieve complete test efficiency by
modifying the state transition table of a sequential machine,
which can make all hard-to-reach states easily reachable.

Recent literature [4], [7], [11], [16], [21], [25], [29], [31],
[32] tend to place test points based on testability analyzers.
Rudnick et al. [25] presented a greedy procedure to load
flip-flops at data inputs of flip-flops and place observation
points at any internal nodes using SCOAP [12]. Control
points at data inputs of flip-flops can make the loaded flip-
flops combinational elements like scan design. Tamarapalli
and Rajski [29] presented a multiphase test point insertion
method in a scan-based environment using a probabilistic
estimation of testability gain of the remaining hard fault set
of the previous phase, which can obtain complete or near-
complete fault coverage for built-in self test (BIST). Cheng
and Lin [4] proposed a timing-driven test point placement
method based on the COP measure and the gradient
approach.
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Most of the above testability-analysis-based test point
insertion methods used the classic testability measures just
like SCOAP [12] or COP. The measures did not cope with the
influences of reconvergent fanouts. However, reconvergent
fanouts have great effects on testability. Additionally, the
COP measure is unable to handle general sequential circuits.
It is essential to present a good testability measure which can
reflect the actual testability of a sequential circuit in the
process of test generation. Dey and Potkonjak [7] introduced a
new testability measure called k-level controllability/obser-
vability to break cycles of the EXU s-graph for RTL
circuits. Test multiplexers were inserted to avoid equal
weight reconvergent fanouts. Ghosh et al. [11] proposed a
nonscan design for testability of RTL circuits using a
testability measure independent of data path widths.
Complete or near complete test efficiency was obtained
for almost all circuits with very low area, delay, and power
overheads. Parikh and Abramovici [20], [21] proposed a
new testability measure to guide partial scan design and
partial reset successfully, which represents the number of
clock cycles required to activate, propagate, and detect a
fault. However, all testability measures in [7], [11], [16], [20],
[21] still did not consider influences of reconvergent fanouts
well. Xiang and Patel [30] introduced a testability measure
called TIP (testability improvement potential) based on
valid circuit state information via logic simulation, which
effectively includes influences of reconvergent fanouts into
circuit states. Partial scan design based on the testability
measure can reduce as many as possible backtracks and
make many hard-to-detect faults easy-to-detect. However,
the TIP measure can only handle partial scan design.

1.2 Objectives of This Paper

We shall propose a conflict-analysis-based measure for
synchronous sequential circuits. A conflict is caused by
reconvergent fanouts with nonuniform inversion parity and
the same sequential depth for testability paths. A couple of
techniques are utilized to estimate the testability measure in
order to emulate the actual testability of a sequential circuit
during test generation: Inversion parity and sequential depth
for testability are used to analyze potential conflicts during
test generation of a synchronous sequential circuit. Potential
conflicts between fault effect activation and fault effect
propagation signal assignments are checked intensively
because fault effect activation and fault effect propagation
are closely related [28]. Stem segment partitioning is
utilized to simplify observability analyses. Test points
according to the conflict-analysis-based measures are
placed in order to resolve as many as possible potential
conflicts or make as many as possible hard-to-detect faults
easy-to-detect.

In the rest of this paper, definitions and notation of the
paper are presented in Section 2. Procedures to calculate
inversion parity and sequential depth for testability are
introduced in Section 3. A new testability measure, called
conflict, is presented in Section 4. The test point selection
procedure is proposed in Section 5. A new test point
structure is also introduced in Section 5, which makes the
design for testability method economical in area, delay, and
pin overheads. Experimental results are presented in
Section 6. The paper is concluded in Section 7.

2 DEFINITIONS AND NOTATION

We introduce some definitions and notation of the paper

first. A signal requirement is a 2-tuple ðA; vÞ, which means a

node A is required to be assigned a value v, where

v 2 f1; 0;�g. The noncontrolling value v of inputs of a gate

with an output y is that the value of y can be determined
only when all inputs are set v; the output y of the gate can be

determined if only one of its inputs is set the controlling

value. The controlling and the noncontrolling values of an

AND gate are 0 and 1, respectively. As for XOR gate, both 0

and 1 are noncontrolling values because both values on one

of its inputs cannot determine the value of its output.

Consider a 2-input multiplexer, its output can be deter-

mined when the control signals are assigned specified

values and the selected input is assigned a determined

value. Thereby, all inputs should be regarded as noncon-
trolling because they do not dictate the output. Only pairs

of inputs can dictate the output.

Definition 1. A conflict is defined as follows: A line l has been

assigned value v, it also needs to be assigned value v0 in the

same clock cycle. If intersection of v and v0 produces a new

covered value, the line l is assigned v \ v0; otherwise, a conflict

occurs on l.

Usually, a conflict occurs at fanout stems. When all

assignments are necessary, a conflict indicates the fault under

consideration may quite possibly be redundant; otherwise, it

can be resolved by backtracking. The main cause of conflicts is

still reconvergent fanouts with nonuniform inversion pa-

rities. In the rest of this section, the easiest way to justify a signal

requirement is determined by the conflict measure, which

means the minimum controllability measure.

Definition 2. Inversion parity of a path is defined as the number

of inversions in the path modulo 2. Inversion parity

invvðA;BÞ (v 2 f0; 1g) between two nodes is defined as

inversion parity information of the easiest paths from A to B

in order to justify the signal requirement.

Inversion parity invvðB;AÞ from node A to B is

represented by a two binary bit number in this paper:

1) 00, 2) 01, 3) 10, 4) 11, which means:

1. There is no path from A to B or no signal
requirement on node A in order to meet signal
requirement ðB; vÞ,

2. The easiest way to justify ðB; vÞ passes only a path of
odd inversion parity from A to B,

3. The easiest way to justify ðB; vÞ passes only a path of
even inversion parity from A to B,

4. The easiest way to justify ðB; vÞ passes at least one
path of even inversion parity and one path of odd
inversion parity from A to B, respectively.

Definition 3. Sequential depth for testability seqvðl; sÞ
(v 2 f0; 1g) from a fanout stem s to a line l is defined as the

least number of clock cycles required to justify a signal

requirement ðl; vÞ at the line l to the fanout stem s.
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When seqvðl; sÞ ¼ 0, it indicates the easiest way to justify

the signal requirement ðl; vÞ has no signal requirement on

the fanout stem s or the easiest way to justify that the signal

requirement passes no flip-flop. It should be noted that

sequential depth for testability is quite different from

sequential depth that considers only the circuit structure.

As shown in Fig. 1, a, g, and h are primary inputs and b is

not as easy as a primary input to control value 0.

inv0ðk; aÞ ¼ 11 because the easiest way to control value 0

on k includes paths a-c-e-i-k and a-d-f-j-k and inversion

parities of them are odd and even, respectively. inv1ðk; aÞ ¼
00 because signal requirement ðk; 1Þ can be met by assigning

value 0 on g or h. inv0ðk; bÞ ¼ 01 because signal requirement

ðk; 0Þ can be satisfied by assigning value 1 on b via b-c-e-i-k,

whose inversion parity is odd. inv1ðk; bÞ ¼ 00 because the

easiest way to meet ðk; 0Þ has no signal requirement on b.

seq0ðk; aÞ ¼ seq0ðk; bÞ ¼ 1 and seq1ðk; aÞ ¼ seq1ðk; bÞ ¼ 0.
i-controllability ClðiÞ of node l should reflect the potential

number of conflicts (or possibility of causing conflicts) and

the number of clock cycles required in order to justify a

signal requirement ðl; iÞ, where i 2 f�; 0; 1g. The easiest

fault effect propagation (EFEP) path of a fault is the easiest

path to propagate the fault effect on the node to a primary

output. In this case, the easiest path indicates the path with

minimum observability. We define different observabilities

for different fault effects D and D. Lines outside of the EFEP

path that feed the gates in the EFEP path are called

sensitization lines. Assume observabilities of successors of a

node have been calculated. The EFEP path of the node can

be obtained as follows: If the node has only one successor,

add the node into the EFEP path; otherwise, add the fanout

branch with the least observability measure into the EFEP

path. The above process should continue until a primary

output is reached, which forms the EFEP path of the fault.

Observability measures of the successors are available

because observability is calculated backward from primary

outputs to primary inputs. Therefore, the above discussion

presents a complete procedure to calculate EFEP path for

each fault. v-Observability OAðvÞ (v 2 fD;Dg) reflects the

number of conflicts (or possibility of causing conflicts) or

the number of clock cycles required to propagate a fault

effect v along the EFEP path. The EFEP path can be

partitioned into stem segments, where a stem segment is the

path segment between two fanout stems.

3 CALCULATIONS OF INVERSION PARITY AND

SEQUENTIAL DEPTH FOR TESTABILITY

Sequential depth for testability and inversion parity are

calculated from fanout stems that reach the line under

consideration. Calculation of inversion parity includes

testability consideration. Assume “ ” is the bitwise

NOT operator.
Procedure 1 (inversion parity)

1. If line l is a fanout branch steming from s (or s0),
where s0 is a fanout stem succeeding to s,

invvðl; sÞ ¼
10 if l stems from s;
invvðs0; sÞ if l stems from s0:

�

2. If line l is the output of an inverter with input i, let
v 2 f0; 1g

invvðl; sÞ ¼ invvði; sÞ if invvði; sÞ ¼ 10 or 01;
invvði; sÞ if invvði; sÞ ¼ 00 or 11:

�

3. If line l is the output of a D flip-flop with input i, for
v 2 f0; 1g

invvðl; sÞ ¼ invvði; sÞ:

4. Let line l be the output of an AND or OR gate with
inputs i1; i2; . . . ; in, where v1 and v2 are the value
output when all inputs are assigned noncontrolling
value and one of the input is assigned controlling
value, respectively.

invv1
ðl; sÞ ¼ invv1

ði1; sÞ _ . . . _ invv1
ðin; sÞ;

where “_” is the bitwise OR operator of the binary

numbers.

invv2
ðl; sÞ ¼ invv2

ði; sÞ;

where i is the easiest input of gate l to be controlled

to value v2.
5. Let line l be the output of a NAND or NOR gate with

inputs i1; i2; . . . ; in, v1; v2 2 f0; 1g are defined as
above, we have

tem ¼ invv1
ði1; sÞ _ . . . _ invv1

ðin; sÞ;

invv1
ðl; sÞ ¼ tem if tem ¼ 01 or 10;

tem if tem ¼ 00 or 11:

�
invv2

ðl; sÞ ¼ invv2
ði; sÞ;

where i is the easiest input to be controlled to the

controlling value.

Procedure 2 is utilized to calculate the sequential depth for

testability from a fanout stem s for a line l which is a

predecessor of l. We have seqvðl; sÞ ¼ 0 if l is unreachable

from fanout stem s.
Procedure 2 (sequential depth for testability)

1. If line l is a fanout branch steming from s (or s0),
where s0 is a fanout stem succeeding to s,
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seqvðl; sÞ ¼
0 if l stems from s;
seqvðl; s0Þ if l stems from s

0
:

�

2. If line l is the output of an inverter with input i,

seqvðl; sÞ ¼ seqvði; sÞ:

3. If line l is the output of a D flip-flop with input i,

seqvðl; sÞ ¼ seqvði; sÞ þ 1:

4. Let line l be the output of an AND, OR, NAND, or
NOR gate with inputs i1; i2; . . . ; in, v1 and v2 be the
values of l when all inputs are assigned noncontrol-
ling values v3 and one of the inputs is assigned the
controlling value v4. Input i is the easiest input to be
controlled as the controlling value v4.

seqv1
ðl; sÞ ¼ maxðseqv3

ði1; sÞ; . . . ; seqv3
ðin; sÞÞ;

seqv2
ðl; sÞ ¼ seqv4

ði; sÞ:

It should be noted that seq0ðl; sÞ and seq1ðl; sÞ are not

always the same and seq0ðl; sÞ and seq1ðl; sÞ are both set as 0

when l is unreachable from s. When a cycle is met, iterative

calculation of the sequential depth for testability may be

necessary. Assume i1; i2; . . . ; in are inputs of an AND gate

with output l. Let i be the easiest input to be justified to the

controlling value,

seq1ðl; sÞ ¼ maxðseq1ði1; sÞ; . . . ; seq1ðin; sÞÞ;
seq0ðl; sÞ ¼ seq0ði; sÞ:

Lemma 1. Assume the line d as shown in Fig. 2 can be assigned

value 1 without any conflict, where the signal requirements

ðb; 1Þ and ðc; 1Þ must set specified values on a1 and a2. Let the

corresponding numbers of clock cycles required to justify both

ðb; 1Þ and ðc; 1Þ to a be M1 and M2. The number of clock cycles

T1 required to assign value 1 on d is no more than,

T ¼ maxðM1;M2Þ: ð1Þ

Proof. Let justifications of signal requirements ðb; 1Þ and

ðc; 1Þ assign some specified values on the fanout stem s.

The boxes in Fig. 2 can be two sequential machines.

Therefore, T ¼ maxðM1;M2Þ clock cycles is required in

order to set the line d as value 1. The lines b and/or c can

be set as the noncontrolling value via other primary

inputs if one of the signal requirements ðb; 1Þ and ðc; 1Þ
can be met via other primary inputs, which causes no

signal requirement on a. The signal requirement ðd; 1Þ
can be justified through a with less than T clock cycles in

this case. tu

The sequential depth for testability starting from primary

inputs is similar to the measure in [20], [21], which has been

used to guide partial scan design and partial reset success-

fully. The sequential 1-controllability measure isM1 þM2 for

the example in Fig. 2 according to SCOAP [12]. It is shown that

the sequential depth for testability represents more actual

testability than the sequential controllability of SCOAP.

Lemma 2. Assume the fault effect of the line a can be propagated

to j successfully, as shown in Fig. 3a. Let justifications of

signal requirements ðd; 1Þ, ðe; 0Þ, and ðc; 1Þ need M1, M2, and

M3 clock cycles, respectively. M4 and M5 clock cycles are

required in order to propagate the fault effect from f to g and

from h to i, respectively. The number of clock cycles to

propagate the fault effect from a to j is no more than,

T ¼ maxðmaxðM3 þM4;M2Þ þM5;M1Þ: ð2Þ

Proof. The worst case is that there exists no easy-to-control

node in the paths b-d, b-e, and b-c. That is, the

sensitization values on c, e, and d should have some

signal requirement on b. The number of clock cycles T1
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required to propagate the fault effect on the line a to h is
thus,

T1 ¼ maxðM3 þM4;M2Þ: ð3Þ

Up to now, the subcircuits included in M2, M3, the gate f
and M4 can be reduced to a new machine M 0, as shown
in Fig. 3b, through which the propagation of the fault
effect needs no more than T1 clock cycles. It does not
indicate that the logic in Fig. 3a is the same as that in Fig.
3b. The reduction is only utilized to estimate the number
of clock cycles T required to propagate the effect on the
line a to the line j. Therefore, the number of clock cycles
required to propagate the fault effect from a to j is no
more than T ¼ maxðT1 þM5;M1Þ. tu

The number of clock cycles required to propagate a fault
effect from a to j in Fig. 3a should be M1 þM2 þM3 þ
M4 þM5 according to SCOAP [12]. It is clear that SCOAP
presented too pessimistic an estimation.

4 THE CONFLICT-ANALYSIS-BASED MEASURE

CONFLICT

4.1 Controllability of the conflict Measure

The conflict measure penalizes controllability at the recon-
vergent points of fanouts with nonuniform inversion parity
and equal sequential depth for testability. In order to get a
more accurate analysis, we need to calculate inversion
parity from a fanout stem s to lines which are reachable
from s before its final reconvergent point as introduced in
the above section.

Sequential depth for testability of different paths
corresponding to a reconvergent fanout should be consid-
ered. A reconvergent fanout causes no potential conflict if
sequential depths for testability of the reconvergent paths
are unequal although inversion parities of both paths are
unequal. Let us consider the example in Fig. 4a. We have

seq0ði; aÞ ¼ seq0ðj; aÞ ¼ 1. The inversion parities of the
above two paths are nonuniform, that is, inv0ði; aÞ ¼ 01
while inv0ðj; aÞ ¼ 10. The signal requirement ðk; 0Þ at node k
needs to assign both i and j as value 0. A conflict should
occur at a or b. Therefore, 0-controllability Ckð0Þ of line k
should be penalized. Let us consider the circuit presented in
Fig. 4b. In this case, seq0ði; aÞ ¼ 1 and seq0ðj; aÞ ¼ 0. Hence, i
and j can be justified by setting a in different clock cycles.
Line k can be assigned value 0 without any conflict.

When there is an easy-to-control node in one of the
reconvergent fanout paths, that path seems to be cut. The
signal requirement of the gate will not cause any conflict at
the fanout stem. As for the circuit presented in Fig. 4c, there
is an easy-to-control input in feeding the gate d. It looks like
the path a-d-f-j is being cut. The signal requirement ðk; 0Þ at
line k can be justified without any conflict. However, we do
not need to check whether there exists one or more easy-to-
control node in a path, which has been included in
inversion parity and sequential depth for testability.

We would like to use the circuit as shown in Fig. 5 to
illustrate how inversion parity and sequential depth for
testability have great effects on controllability. We would
like to show there still exists no conflict even though
inversion parities of two reconvergent fanout branches are
different if the sequential depths for testability of them are
different. Let us consider activation of the fault 15=0.
Lines 14 and 5 must be assigned value 0 in order to activate
the fault. The easier way to set 14 as value 0 is to set 13 as
value 0. The easier way to set 10 as value 0 is to set value 0
on line 8. It is necessary to set value 0 on line 17 in order to
set value 0 on line 5, to meet which line 8 must be assigned
value 1. It seems a conflict on line 8 occurs because
inv0ð14; 8Þ 6¼ inv0ð5; 8Þ. Actually, there is no conflict on
fanout stem 8 because seq0ð5; 8Þ 6¼ seq0ð14; 8Þ. We can easily
set value 1 on line 15 in the following way: Set value 0 on
primary input 1 in the first clock cycle; set value 1 on
primary input 1 and value 0 on primary input 2 in the
second clock cycle. The fault 15=0 can be activated
successfully after two clock cycles.
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We can calculate controllability measures of the conflict
measure as follows: Consider a 2-input AND gate with
inputs A, B, and an output y,

Cyð0Þ ¼ minðCAð0Þ; CBð0ÞÞ; ð4Þ

Cyð1Þ ¼ CAð1Þ þ CBð1Þ þ p; ð5Þ

where p ¼ 10 � n, n is the number of fanouts s with
inv1ðA; sÞ 6¼ inv1ðB; sÞ, and none of them is 00, also
seq1ðA; sÞ ¼ seq1ðB; sÞ. Let y be the output of an OR gate
with inputs A and B, we have

Cyð0Þ ¼ CAð0Þ þ CBð0Þ þ p; ð6Þ

Cyð1Þ ¼ minðCAð1Þ; CBð1ÞÞ; ð7Þ

where p in (6)-(9) can be obtained like that of an AND gate.
Let y be the output of an exclusive-or gate with inputs A
and B,

Cyð0Þ ¼ minðCAð0Þ þ CBð0Þ þ p; CAð1Þ þ CBð1Þ þ pÞ; ð8Þ

Cyð1Þ ¼ minðCAð1Þ þ CBð0Þ þ p; CAð0Þ þ CBð1Þ þ pÞ: ð9Þ

If A and B should be assigned v1 and v2, p in (8) and (9) can
be determined as follows: p ¼ 10 � n, n is the number of
fanouts s with invv1

ðA; sÞ 6¼ invv2
ðB; sÞ, and none of them is

00, also seqv1
ðA; sÞ ¼ seqv2

ðB; sÞ. Let i be the input of an
inverter with output y,

CyðvÞ ¼ CiðvÞ; ð10Þ

where 1 ¼ 0, 0 ¼ 1, and v 2 f0; 1g. Consider a D flip-flop
with an input i and an output y, our method gives an
additional penalty set as the same as a conflict for the
output controllability measures,

CyðvÞ ¼ CiðvÞ þ 10 ðv 2 f0; 1gÞ: ð11Þ

Calculations of other types of gates are similar. Only the
typical gates, such as AND, OR, NOT, NAND, and NOR,
are considered in this paper. Other gates or functional units
can be extended easily. The gate-based multiplexers can be

dealt with like other gates. It should be noted that conflict
penalizes the controllability measure of the value that needs
to assign all of its the input as noncontrolling value. When a
sequential loop is met, iterative calculation should be
necessary like SCOAP [12].

4.2 Observability of the conflict Measure

Observabilities are calculated assuming a fault effect is
propagated along the easiest fault effect propagation path.
We shall still use inversion parity to calculate observability.
conflict considers interdependences among signal require-
ments on the sensitization lines between two fanout stems
along the EFEP path. Inversion parity and sequential depth
for testability are two important factors of potential
conflicts.

Consider the circuit shown in Fig. 6a; there exists no
conflict at b in order to propagate the fault effect of the fault
a=0 because the sequential depths for testability of the paths
bÿ b2, bÿ c, and b2 ÿ d are 0, 1, and 0, respectively. If we
want to propagate the fault effect of the fault d=0 in Fig. 6b
to h, c2 and f should be assigned value 1 and 0, respectively.
The sequential depths for testability of the paths cÿ e, eÿ h,
and cÿ f are 0, 1, and 1, respectively. Therefore, a conflict
should occur at c in order to propagate the fault effect from
d to h. When there exists an easy-to-control node in the path
from one of the sensitization lines to a fanout stem, a
conflict can be avoided. As shown in Fig. 6c, e and f should
be assigned 1 and 0, respectively, in order to propagate the
fault effect from a to h. The signal requirement ðf; 0Þ can be
met by controlling line c as value 0. Therefore, there should
be no conflict at b when propagating the fault effect from
node a to node h. The circuit shown in Fig. 6d is another
conflict example. The sequential depths for testability of the
paths bÿ e, eÿ g, and bÿ dÿ f are 1, 0, and 1, respectively.
inv1ðe; bÞ 6¼ inv0ðf; bÞ and a conflict must occur at b when
propagating the fault effect from a to h.

Let us consider fault effect propagation of the fault 2=0
along the EFEP path 2-13-14-15-16 in the circuit, as shown in
Fig. 5, again. Line 10 must be assigned value 0 in order to
propagate the fault effect from node 2 to 13. The easier way
to set value 0 on line 10 is to set value 0 on line 8. Line 12
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must be assigned value 1 in order to propagate the fault
effect from line 13 to 14, which can be met by assigning
value 1 on primary input 3. Line 5 must be controlled to
value 0 in order to propagate the fault effect from line 14 to
15, which can be satisfied by assigning value 1 to the fanout
stem 8. Line 8 must be controlled to value 0 and value 1 in
order to propagate the fault effect of the fault 2=0 to the
primary output. It seems there should be a conflict at line 8
because inv0ð10; 8Þ 6¼ inv0ð5; 8Þ. Actually, there is no conflict
on line 8 because seq0ð10; 8Þ 6¼ seq0ð13; 5Þ. We can propagate
the fault effect of the single stuck-at fault 2=0 to the primary
output by using the following scheme: Primary input 1 is
set as value 0 at the first clock cycle; primary inputs 1 and 3
are both controlled to value 1 at the second clock cycle.
Therefore, the fault effect of the fault 2=0 can be propagated
to the primary output successfully without any conflict.

We must check the potential conflicts between the fault
effect activation signal requirements and the fault effect
propagation signal requirements. According to the conven-
tional testability measures, fault effect activation and fault
effect propagation are considered as two separate events.
Savir pointed out good controllability and good observa-
bility do not always guarantee good testability [28] using
previous measures. However, the fault effect activation
problem and the fault effect propagation problem are
closely related. Observability is calculated in conflict
considering the fault effect is propagated along the EFEP
path. Conflicts between the signal requirements of fault
activation and signal requirements of sensitization lines
should also be included. As shown in Fig. 7a, lines a and b
should be assigned 1 in order to activate the single stuck-at
fault c=0. Lines d, f , and h should be assigned 1, 0, and 1,
respectively, in order to propagate the fault effect from c to
i. Concurrent justification of the signal requirement ða; 1Þ
and one or more of the signal requirements ðd; 1Þ, ðf; 0Þ, and

ðh; 1Þ may cause conflicts at a fanout stem s. It should be

noted that observability estimation based on the above

scheme does not include potential conflicts between signal

requirements ða; 1Þ and ðb; 1Þ. Controllability estimation as

stated in the above subsection only considers potential

conflicts between signal requirements ða; 1Þ and ðb; 1Þ.
When inv1ða; sÞ 6¼ inv1ðh; sÞ, or inv1ða; sÞ 6¼ inv1ðf; sÞ, or

inv1ða; sÞ 6¼ inv0ðd; sÞ, and sequential depths for testability

of the corresponding paths are equal, a conflict occurs. We

consider potential conflicts between fault effect activation

and the sensitization signal requirements corresponding to

the first stem segment in the EFEP path.
The observability measure of the conflict measure is

calculated as follows: Let l be a primary output of the

circuit, OlðvÞ ¼ 0, v 2 fD;Dg. Consider the fault effect is

propagated along the EFEP path. Potential conflicts are

checked between two neighboring fanouts in the EFEP path.

It should be noted that the EFEP path with respect to conflict

is available because observability of conflict is calculated

from primary outputs to inputs step by step. As shown in

Fig. 7b, consider the fault effect is propagated along s1-d-e-

f-s2, justification of signal requirements ða; 1Þ, ðb; 0Þ, and

ðc; 1Þmay cause a conflict at a fanout stem s. We can get the

number of potential conflicts of fault effect propagation as

follows: First, we check whether the signal requirement

ða; 1Þ causes conflicts with any signal requirements ðb; 1Þ
and ðc; 1Þ according to inversion parities of the sensitization

lines. If so, the observability measure is penalized. We then

check whether justifications of the signal requirements

ðd; 1Þ, ðf; 0Þ, and ðh; 1Þ cause conflicts. The above compar-

isons are not so complex as they only utilize the calculated

inversion parities and sequential depths for testability.

Os1
ðvÞ ¼ Os2

ðvÞ þ Cað1Þ þ Cbð0Þ þ Ccð1Þ þ p; ð12Þ
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where p ¼ n � 10, n is the number of potential conflicts when
propagating the fault effect from s1 to s2,4p ¼ n1 � 10, and n1

is the number of potential conflicts between b and c, and
conflicts betweenaand one of band c. Let lbe the output of a D
flip-flop with an input i, the same penalty as that in (11) is
utilized to calculate observability measure of the data input,

OiðvÞ ¼ OlðvÞ þ 10: ð13Þ

Our method still set observabilities of primary outputs as
0 like [12]. It should be noted that calculation of the conflict
measure can be finished in OðF �NÞ time (F and N
represent the number of lines and the number of fanouts,
respectively).

5 TEST POINT INSERTION

The proposed nonscan design for testability method utilizes
only the conflict measure, which is independent of any test
pattern generator and fault simulator. Test point insertion
based on the conflict measure tries to reduce as many as
possible potential conflicts in the process of test generation,
which can make many hard-to-detect faults easily testable.
Therefore, we can say the proposed test point insertion
scheme can effectively enhance fault coverage.

5.1 Test Point Selection

Three separate classes of test points: 1-control (an OR gate
with an extra input), 0-control (an AND gate with an extra
input), and observation points are inserted into the circuit
based on the conflict measure. Conflicts can be avoided by
inserting test points. Test points are selected based on the
conflict measure and the following testability gain function:

TG ¼
X
l=i2F
ð4ClðiÞ þ 4OlðvÞÞ; ð14Þ

where i ¼ 0 if i ¼ 1, i ¼ 1 if i ¼ 0; v ¼ �DD if i ¼ 1, v ¼ D if i ¼ 0.
4ClðiÞ and 4OlðvÞ represent reduction of �ii-controllability
and v-observability, respectively. Potential conflict reduction
between fault effect activation and fault effect propagation
has been included in 4OlðvÞ.

Procedure 3 (Test Point Selection)

1. Calculate the conflict measure of the circuit as stated
in Section 3;

2. Choose the lines with the hard faults and their
immediate successors and predecessors as test point
candidates (TPC) based on conflict;

3. Use the selective tracing scheme to calculate testabi-
lity gains when inserting three separate classes of
test points into all nodes in the TPC set;

4. Select the best place and the best type of test point
according to the results obtained in Step 3; insert the
corresponding test point into the selected node;
update testability of the circuit using the selective
tracing scheme;

5. If all test points have been inserted, end the
procedure. Otherwise, update TPC set, go to Step 3.

The selective tracing scheme [30], [31], [32] adopted in
Steps 3 and 4 can be illustrated as follows: When
controllability of a line changes, controllability of the
immediate successor(s) of the line should be updated.
When observability of a line changes, observability of the
immediate predecessor(s) of the line should be updated.
When controllability of an input of a gate changes,
observability for other inputs of the gate should be updated.

5.2 New Test Point Structure

Test multiplexers are not inserted into the circuit directly,
unlike [7], [11], [25], which are connected with the control
input of the conventional test point. Fig. 8a presents the
original circuit. One input of the multiplexer is connected
with a PI, another input of the multiplexer is connected
with a constant (1 for 0-control test point, 0 for 1-control test
point), as shown in Fig. 8b. The extra inputs of test points at
nodes A, B, and E are connected with constants 0, 1, and 0,
respectively, when ntest ¼ 1 (normal operation). The reason
why test points are not inserted into the circuit directly like
the previous methods [7], [11], [25] is that signals of the
subcircuit connected with the test points in the original
circuit cannot be blocked during ATPG and testing. The
control input of all test multiplexers can also be thought of
as a regular PI, which may cause a lot of conflicts during
ATPG at that line using the previous methods because all
test multiplexers are controlled by the same test input.

Dey and Potkonjak [7] proposed a nonscan design for
testability based on k-level controllability/observability for
RTL circuits, in which a scheme avoids generating equal
weight reconvergent fanout regions when connecting extra
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inputs of test multiplexers with the same PI port. It is more
possible for different control points to share the same PI for
gate-level circuits. We have shown that conflicts can still be
avoided even though a reconvergent fanout is an equal
weight one in Section 3. Let a test point be inserted into
node l. The extra control input i of a control test point is
connected with a primary input in order to avoid conflicts.
Generally, two different types of conflicts should be
avoided: 1) conflicts at the primary input connected with
the extra inputs of the control point generated by justifying
signal requirement of the node l; 2) conflicts at the primary
input connected with the extra inputs of the control point
generated by justifying signal requirement of the reconver-
gent nodes succeeding to the PI and l. In our method, the
control input of a test point is connected with a PI, which
generates no reconvergent fanouts if possible. Otherwise,
our method tries to connect control inputs of test points
with PIs, which generates reconvergent fanouts of unequal
sequential depth for testability if possible. Finally, our
method connects extra inputs of test points with PIs, which
generates reconvergent fanouts of equal sequential depth
for testability and uniform inversion parity.

When the number of control points is greater than the
number of PIs, more than one control point can be
connected with the same PI. As shown in Fig. 8, two
control points are inserted into nodes A and B, respectively.
Justification of signal requirement should not generate
conflicts at PI because seq1ðG;PIÞ 6¼ seq1ðA;PIÞ. Detailed
techniques can be found in [32].

Each PI can be shared by the test points inserted into
A and B, which introduces a new reconvergent fanout.
Signal requirement ðI; 0Þ does not cause any conflict at PI
because seq1ðG;PIÞ 6¼ seq1ðA;PIÞ. The extra input of the
1-control point at node E is connected with node G,
which generates a new reconvergent region at node G.
However, signal requirement ðL; 0Þ does not cause any
conflict at node F because seq0ðJ; F Þ 6¼ seq0ðK;F Þ
although inv0ðJ; F Þ 6¼ inv0ðK;F Þ.

Constants can also be inserted like the constant multi-
plexer inserted into node N , as shown in Fig. 8b if testability
of the circuit is still not good enough after all test points are
inserted. It is not a good way to multiplex a constant with
an internal line in the circuit directly, which may make fault

effects of faults preceding to the node unobservable. Two
constants 0 and 1 can be multiplexed whose output is
connected with an extra OR (or AND) gate. The other input
of the extra OR gate (or AND) gate is connected with the
predecessor line of N in the original circuit. The extra input
of the constant inserted at node N can be 1 or 0 by
controlling the control input test1 of the constant multi-
plexer. Judicious grouping of multiple constants inserted
makes the same control input test1 controlling multiple
constant multiplexers be shared by more than one constants
with similar schemes stated earlier in this section. Fig. 9
presents a simplified version of the DFT circuit as shown in
Fig. 8b. The extra input of the test point is connected with
another extra gate, which replaces the multiplexer, as
shown in Fig. 9. One input of the extra gate is connected
with a PI, the other input is the test mode line ntest. The
circuit is set as the test mode when ntest ¼ 0, while it is set
as the normal mode when ntest ¼ 0. The control input test1
can be connected with the extra input of a gate like that
inserted into node N , as shown in Fig. 8b, which reduces to
inserting extra control points into the circuit. Up to now, it
is unnecessary to use any constants and test multiplexers in
the DFT circuit. It should be noted that the DFT circuits
shown in Figs. 8 and 9 need only one extra input to switch
all extra inputs of test points into PIs. The DFT circuit
presented in Fig. 9 is economical in delay, pin, and area
overheads. The test circuit of Figs. 8 and 9 is presented in
Fig. 10.
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Fig. 8. DFT circuit with a single extra control input: (a) the original circuit, (b) mux-based DFT by switching the extra inputs to PIs.

Fig. 9. Simplified DFT circuit: Test mode when ntest = 0 and normal

mode when ntest = 1.



Consider a signal requirement ðI; 0Þ. Both A and G
should be assigned value 1 in order to meet ðI; 0Þ. ðA; 1Þ can
be satisfied by ðPI; 0Þ, while ðG; 1Þ can be met by assigning
value 0 on PI. Therefore, the newly generated reconvergent
fanouts cause no conflict in order to meet signal require-
ment ðI; 0Þ. Consider another signal requirement ðL; 0Þ.
Lines J and K should be assigned 0. Line G should be
assigned 0 in order to meet ðJ; 0Þ. Line G should be
assigned 1 in order to meet ðK; 0Þ. Line G can be assigned 1
and 0 in two clock cycles, respectively. No conflict occurs.

The exclusive-or chain scheme is adopted in all experi-
ments of this paper. There may exist some aliasing when the
number of observation points is large and a single
exclusive-or chain is utilized [10], [24]. It is found that one
or two exclusive-or chains are sufficient to avoid aliasing.

6 EXPERIMENTAL RESULTS

A system called nscan has been completed to implement the
nonscan design for testability method on E3000 server using
C language. Table 1 shows the HITEC [18] ATPG results on
the DFT method for almost all iscas89 and iscas93 circuits.
In Table 1, ao, FC, TE, cpu, vec, tp, and po represent area
overhead (percentage), fault coverage (percentage), test
efficiency (percentage), ATPG time (seconds), the number
of test vectors generated by HITEC, the number of test
points, and the number of extra pins utilized, respectively.

The system nscan obtains 100 percent or near 100 percent
test efficiency for almost all ISCAS and the synthesized
circuits, except s38417, by inserting a reasonable number of
test points. As for s344, s641, and s713, the system reaches
fault coverages 98.3 percent, 99.4 percent, and 93.1 percent,
respectively, and 100 percent test efficiency after inserting
only one test point. Nscan gets 100 percent fault coverage for
circuits s820, s1488, s967, s991, and s1512 after inserting 2, 3,
3, 3, and 12 test points, respectively.

The system nscan gets good fault coverage and test
efficiency for hard-to-test circuits s526, s526n, s9234, s13207,
s15850, s15850.1, s38417, s38584, and s38584.1, as shown in
Table 1. HITEC gets 80.5 percent fault coverage and
82.7 percent test efficiency after 580 test points have been
inserted into s38417. DFT results of the synthesized circuits
am2910, div16, and mult16 are also given. The system nscan
derives 93.1 percent (98.6 percent), 92.7 percent (98.5 per-
cent), and 99.5 percent (100 percent) fault coverage (test
efficiency) for circuits am2910, div16, and mult16 after 6, 35,
and 30 test points are inserted, respectively.

Paper [25] presented results of quite a few circuits.
Therefore, a system called opus-ns has been implemented
according to the method proposed in Rudnick et al. [25]. As
for opus-ns, the number of loaded flip-flops is equal to the
number of PIs and other test points are observation points.
It is shown that nscan gets better fault coverage and test
efficiency than opus-ns except circuits s386, s510, and s4863.
The system nscan obtains 96.7 percent, 97.9 percent, and
98.5 percent fault coverage for s386, s510, and s4863, while
opus-ns gets 97.2 percent, 97.9 percent, and 99.3 percent fault
coverage for the circuits. nscan and opus-ns obtain the same
fault coverage and test efficiency for circuits s641, s820, and
s832. The system nscan reaches much better fault coverage
and test efficiency than opus-ns for circuits s526, s526n,
s1423, s9234, s13207, s15850, s15850.1, s38417, s1512, s3330,
and s3384, as shown in Table 1. The system nscan obtains
better fault coverage and test efficiency than opus-ns for all
remaining circuits.

Pin overhead for all DFT circuits in experiments of this
paper is no more than 3 for all circuits with large enough
size, which includes one extra control input for all test
points and one or two extra outputs for outputs of the
exclusive-or chains. No constant multiplexer is inserted in
experiments of this paper. No node is switched to an easy-
to-control node, as shown in Figs. 7, 8, and 9. However, only
control test points in this approach contribute to delay
overhead. The system nscan inserts few control test points
for the largest circuits. Only one extra gate for each control
test point is inserted into functional paths, as shown in
Figs. 7, 8, and 9, which makes the method economical in
delay overhead. Test points can be inserted away from the
critical paths [4] if necessary.

It has been shown that nscan needs more test vectors for a
number of circuits than opus-ns. The most important reason
is that nscan gets more fault coverage than opus-ns for most
of the circuits. Usually, HITEC needs a long test sequence to
detect a hard-to-detect fault like other test generators.

We also compare nscan with two effective partial scan
design tools opus [5] and CoPs [20]. Results in [20] were
presented based on the GENTEST algorithm. CoPs is
implemented and run on HITEC in this paper. The
corresponding test generation results are shown in Table 2.
It is shown that test generation results of CoPs after partial
scan design are not completely compatible with those
presented in [20] because different test generators are used.
As shown in Table 2, tap is the number of test vectors for
nscan. As for opus and CoPs, we have

tap ¼ ðsff þ 1Þ � vecþ sff; ð15Þ

where sff is the number of scan flip-flops and vec is the
number of vectors generated by HITEC. As shown in
Table 2, aðbÞ stands for a � 10b. The nonscan design for
testability method nscan gets no worse fault coverage for all
circuits except s510, s526, s526n, s953, s1196, and mult16
than opus. nscan derives much better fault coverage than
opus for circuits s991, s1269, s1512, and s3384. The system
nscan gets worse fault coverage for circuits s386, s526, s526n,
and s953 than CoPs. nscan obtains the same fault coverage
as CoPs for circuits s641, s820, s832, s1488, s1494, s967, and
s991. nscan reaches better fault coverage than CoPs for all
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remaining circuits and much better fault coverage for
circuits s13207, s38417, s1269, s3330, and s3384. The nonscan
design for testability method nscan needs much fewer test
cycles than opus and CoPs for almost all circuits.

7 CONCLUSIONS

A conflict-analysis-based testability measure conflict was
proposed to guide nonscan design for testability. The
system is called nscan. Reconvergent fanouts with nonuni-
form inversion parity is still one of the main causes of
conflicts in the process of sequential circuit test generation.
The testability measure implies the number of potential
conflicts to occur when generating a test for a specific fault.
A couple of schemes were adopted in the above measure to
emulate the actual testability of a sequential circuit during
test generation:

1. Inversion parity in sequential circuits was used to
analyze potential conflicts.

2. Interdependence between fault effect activation and
fault effect propagation signal assignments was
checked intensively.

3. Sequential depth for testability was introduced to
enhance testability of the circuit which calculates
the conflict measure.

4. Different fault effects have different propagation
conditions; we define different observabilities for
them.

5. Stem segment partitioning is introduced to handle
observability calculation.

A new test point structure is introduced to enhance

testability of the circuits, which makes the method

economical in pin, area, and delay overheads. Test points

are inserted based on conflict in order to reduce as many as

possible potential conflicts in the process of test generation

and therefore make many hard-to-detect faults easy-to-

detect and enhance fault coverage greatly. Extensive
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experimental results were presented to demonstrate the
effectiveness of the method by comparing with the previous
nonscan design for testability method opus-ns and two
effective partial scan design tools opus and CoPs. Nscan
obtains better fault coverage than opus-ns for almost all
benchmark circuits, while it gets even better fault coverage
than both partial scan design tools for almost all circuits.
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