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SUMMARY This paper proposes a test generation method
using several partly compacted test plan tables for RTL data
paths. Combinational modules in data paths are tested using sev-
eral partly compacted test plan tables. Each partly compacted
test plan table is generated from each grouped test plan set and is
used to test combinational modules corresponding to the grouped
test plans. The values of control signals in a partly compacted
test plan table are supplied by a test controller. This paper also
proposes the architecture of a test controller which can be syn-
thesized in a reasonable amount of time, and proposes a test plan
grouping method to shorten test length for data paths under a
test controller area constraint. Experimental results for bench-
marks show that the test lengths are shortened by 4 to 36% with
−9 to 8% additional test controller area compared with the test
generation method using test plans.
key words: test plan grouping, test controllers, partly compacted
test plan tables, RTL data paths, hierarchical test generation

1. Introduction

A design for testability (DFT) method [1], [2] is impor-
tant for the design of reliable VLSI circuits. The ob-
jectives of a DFT method are the following: (1) high
fault efficiency, (2) short test application time [3], and
(3) at-speed-testing [4] under area and power consump-
tion constraints. Recently, non-scan DFT methods [5],
[6] for RTL (Register Transfer Level) design circuits
were proposed to attain the above-mentioned objec-
tives. RTL design circuits consist of a data path part
and a controller part. The former is represented by
hardware elements (e.g. registers, multiplexers, and op-
erational modules) and signals, and the latter is repre-
sented by a finite state machine (FSM). A controller
and a data path are connected with internal signals:
control signals and status signals. A control signal
comes from a controller, and a status signal comes from
a data path. DFT methods [5]–[10] for data paths are
based on a hierarchical test generation approach [11]

Manuscript received April 4, 2003.
Manuscript revised July 7, 2003.

†The author is with the College of Industrial Technology,
Nihon University, Narashino-shi, 275–8575 Japan.

††The author is with System JD Co., Ltd., Fukuoka-shi,
814–0001 Japan.

†††The authors are with the Design Technology Devel-
opment Department, Semiconductor Technology Academic
Research Center (STARC), Yokohama-shi, 222–0033 Japan.
††††The author is with the Graduate School of Information

Science, Nara Institute of Science and Technology (NAIST),
Ikoma-shi, 630–0101 Japan.

and are classified into two major approaches. One is
a DFT approach based on the normal function of a
controller [7], [8], [10], and the other is a DFT approach
without the normal function of a controller [5], [6], [9].

In the former approach, test plans [9] for combina-
tional modules (multiplexers and operational modules)
in a data path are generated using the normal function
of a controller. If test plans cannot be generated us-
ing the normal function of a controller, DFT elements
are added into a data path to generate test plans. The
values of the original control signals in a test plan are
supplied by the original controller and the values of con-
trol signals added for DFT in a test plan are supplied
by the test registers [7]. In this DFT approach, the area
overhead for DFT is small, but the information of nor-
mal data flow is required to generate test plans. The
length of each test plan depends on the normal func-
tion of a controller. Thus, the test application time also
depends on the normal function.

In the latter approach, test plans are generated
to minimize their lengths using only the structures of
a data path, and DFT elements are added into a data
path to generate test plans with minimum lengths. The
values of the control signals in a test plan are supplied
by a test controller [5], [6]. In this DFT approach, the
test application time is short and the information of
normal data flow is not required to generate test plans.
However, the area overhead for DFT is large because a
test controller is required to supply the test plans. In
this paper, it is considered that test application time
is the most important problem and the discussion fo-
cuses on the latter DFT approach. In [5], a data path is
strongly testable [5], [9] and a test controller is a sequen-
tial circuit. In [6], a data path is fixed-control testable
and a test controller is a combinational circuit. The
area for test controllers was improved compared with
that of [5], but the area overhead for data paths was
increased because fixed-control testability is covered by
strong testability. In this paper, it is considered that
the area overhead for data paths is more critical than
area for test controllers. Thus, the architecture of a
test controller proposed in [5] is discussed.

Recently, a test generation method using a com-
pacted test plan table [12] was proposed. All test plans
in a data path are compacted into a compacted test
plan table such that the length is minimized. In other
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words, the method tests as many combinational mod-
ules as possible at the same time in order to reduce
the test application time. In [12], it was assumed that
control signals of a data path are controllable.

This paper will first discuss the test lengths by the
test generation using test plans, and by the test gen-
eration using a compacted test plan table (CTPT) in
Sect. 2. Their test controllers will also be discussed.
Then, their problems are revealed. In Sect. 3, in order
to solve these problems, a test generation method using
several partly compacted test plan tables and the archi-
tecture of a test controller are proposed. The optimiza-
tion problem for a test plan grouping is formulated us-
ing the integer linear programming (ILP) to shorten the
test length under a test controller area constraint. In
Sect. 4, experimental results are shown. Finally, Sect. 5
concludes this paper.

2. Test Controller for Data Path Testing and
its Test Length

2.1 Data Path with Strong Testability

The DFT method [9] for data paths is based on hierar-
chical test generation [11] and strong testability [9].

Hierarchical test generation is an efficient tech-
nique for generating test patterns of very large data
paths. In hierarchical test generation, there are two
steps. In the first step, it extracts a combinational mod-
ule M from the data path and generates test patterns of
M at gate level using a combinational test generation
tool. In the second step, it generates a test plan [9] at
RTL. A test plan is defined as follows. Thus, the test
patterns and the responses for M are propagated using
original data path flows of the data path.
Definition 1: Test plan [9]
A test plan for a combinational module M is the test
sequence at primary inputs and control signals that
propagates a test pattern to M from primary inputs
and propagates the response to primary outputs. The
values in a test plan are 0’s, 1’s, b’s (b ∈ {0, 1}) and/or
X ′s (X means don’t care). b is the value of a primary
input or a control signal which constitutes a test pat-
tern to detect a fault in M .
Example 1: Table 1 shows the four test plans T1, T2,
T3 and T4 for the combinational modules 1, 2, 3, and
4 in a data path, respectively. P1 shows the primary
input of a data path and c1, c2, c3, and c4 show the
control signals of a data path.
Definition 2: Strong testability [9]
A data path is strongly testable if there exists a test
plan for each combinational module M . A data path
which is strongly testable is referred to as a data path
with strong testability.

The DFT method [9] is applied to data paths to be
strongly testable.

Table 1 Test plans.

2.2 Compacted Test Plan Table

A compacted test plan table [12] generation is summa-
rized as follows.
Definition 3: Test plan scheduling [12]
Let Ti be a test plan for a combinational module
i (i = 1, 2, . . . , n) in a data path with strong testa-
bility and primary inputs including control signals
(P0, P1, . . . , Pw−1). The value of Pk at time t in Ti is
denoted by Ti(t, k). Let Li be the length of Ti. Let w
be the number of primary inputs. Let n be the number
of combinational modules. Let TPST be a test plan
scheduling table. The row of a TPST represents time

and the total number of rows is
n∑

i=1

Li. The column

of a TPST represents a test plan for a combinational
module and the total number of columns is n. Each col-
umn is sub-divided into sub-columns. The sub-column
represents a primary input and the total number of
sub-columns in each column is w. The value of Pk at
time t and a column for Ti in a TPST is denoted by
TPST (t, i, k). It is called that Ti is scheduled at time
t1 in a TPST if TPST (t, i, k) = Ti(t− t1, k) for any t,
k, such that t1 ≤ t < t1 +Li, and 0 ≤ k < w. When Ti

is scheduled at time t1 in a TPST, the period of time
from t1 to t1 + Li − 1 in a TPST is defined as the life
time of Ti. TPST (t, i, k) = X for any t, k, such that

0 ≤ t < t1, t1 + Li ≤ t <
n∑

i=1

Li and 0 ≤ k < w. The

degree of a life time at time t is defined as the number
of test plans whose life time contains time t.

n⋂
i=1

TPST (t, i, k) for any t, k, such that

0 ≤ t <

n∑
i=1

Li and 0 ≤ k < w (1)

Operation (1) means that a compaction operation
⋂

f

[12] shown in Table 2 is applied to the scheduling result
of a TPST.

If the result of the operation (1) does not include
ϕ, it is called that the scheduling result is compatible.
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Table 2 Operation ∩f .

Table 3 Test plan scheduling table.

Table 4 CTPT.

If the result of operation (1) includes ϕ, it is called that
the scheduling result is incompatible. If the scheduling
result is compatible, the result of operation (1) is called
a compacted test plan table (CTPT). If the degree of
life time at time t in a TPST is 0, the row at time t is
deleted from a CTPT.

A CTPT is generated such that its length is min-
imized. The algorithm for CTPT generation was pro-
posed in [12].
Example 2: Table 3 shows the example of the test
plan scheduling table. In this table, T1 is scheduled at
time 3, T2 is scheduled at time 2, T3 is scheduled at time
1, and T4 is scheduled at time 0. The CTPT shown in
Table 4 is generated from the scheduling result shown
in Table 3.

2.3 Supply of Test Plans by a Test Controller

The architecture of a test controller proposed in [5] is
summarized as follows. Figure 1 shows the test con-
troller which supplies test plans to control signals of the
data path with strong testability. The test controller
consists of a test plan generator (TPG), a test pattern
register (TPR), and a target module register (TMR) as
shown in Fig. 1. Consider the test of a combinational

Fig. 1 Architecture of a test controller.

module M , which has data inputs and control inputs,
in the data path. The TMR is used to store the index
of M . The bit width of the TMR is �log2 n�, where
n is the number of combinational modules in the data
path. The TPG generates the test plan of M from the
index stored in the TMR. Thus, the TPG supplies the
values in n test plans to control signals. The number
of states in the TPG is max(Li), where Li is the length
of a test plan for a combinational module i. When the
data input value of a test pattern of M is justified, if
some primary inputs of the data path are not used, the
control input value is applied from such primary inputs
by way of the TPG. Otherwise, the control input value
is pre-stored in the TPR and is applied to the control
inputs by way of the TPG. If the Reset is applied, the
TPR and the TMR load values from some primary in-
puts of the data path, otherwise, they hold their values.
The mode switching signal t1 is used to disable DFT
elements of the data path in normal operation mode.
In [5], the detailed architecture of the TPG was not de-
scribed. If a data path has many test plans and many
control signals, the TPG cannot be synthesized in a
reasonable time.

In [5], testing is sequentially performed for a single
combinational module in data paths. The test length
for data paths with strong testability using this test
controller is, then, given by

L =
n∑

i=1

((Li + 1)×Ni) , (2)

where L is the test length for data paths, n is the num-
ber of combinational modules, Li is the length of a test
plan for a combinational module i (i = 1, 2, . . . , n), and
Ni is the number of test patterns for a combinational
module i. Li + 1 cycles are required to apply one test
pattern to a combinational module because one cycle
is required to load values into the TPR and the TMR.
Equation (2) shows that the test length for data paths
with strong testability becomes drastically longer as the
number of combinational modules and the number of
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gates in a combinational module increase.
Example 3: Consider the test controller which sup-
plies four test plans shown in Table 1 to control signals.
The bit width of the TMR is 2 because the number of
test plans is 4, the bit width of the TPR is 1 because
the number of b’s of control signals in a test plan is 1,
and the number of states in the TPG is 3 because the
maximum length of test plans is 3. Assuming that the
numbers of test patterns for the combinational module
1, 2, 3, and 4 are 8, 3, 7, and 2, respectively, the test
length for the data path is, according to equation (2),
(3+ 1)× 8+ (2+ 1)× 3+ (3+1)× 7+ (2+1)× 2 = 75.

2.4 Supply of a CTPT by a Test Controller

All test plans are compacted using the algorithm pro-
posed in [12], and a resultant CTPT is generated. Com-
binational modules are tested using a CTPT.

Consider a test controller for supplying a CTPT
based on the test controller shown in Fig. 1. In the test
generation described in subsection 2.3, because a com-
binational module is tested by a test plan, the TMR
is necessary to distinguish n test plans. In the test
generation using a CTPT, there is only one test plan
table because all the test plans of the n combinational
modules are compacted into one table. Because the n
combinational modules are tested by using the same
CTPT, there is no need to distinguish combinational
modules. Thus, the TMR is unnecessary. The TPG
generates the values of control signals in a CTPT. The
number of states in the TPG is LCTPT , where LCTPT

is the length of a CTPT. While testing combinational
modules, if the primary inputs which drive the TPR are
not used, the control input values can be reloaded into
the TPR from them using the test controller shown in
Fig. 2. In Fig. 2, if the control input values are reloaded
into the TPR, the value of the reload signal is 1, other-
wise is 0. If a test controller does not have the reload
function, the bit width of the TPR is the number of b’s
of control signals in a CTPT. Thus, the reload function
is necessary to reduce the bit width of the TPR.

The test length for data paths with strong testa-

Fig. 2 Test controller with reload function.

bility using this test controller is, then, given by

L = max (Ni)× (LCTPT + 1) , (3)

where L is test length for data paths and Ni is the
number of test patterns for a combinational module i.

The TPG cannot be synthesized in a reasonable
time when LCTPT is large and the number of control
signals is large. Thus, it is considered that the test
controller to generate the values of control signals in a
CTPT is not practical.

It is also predicted that the test length by a test
generation using a CTPT is long for data paths with
the following characteristics.

Characteristic 1.
The maximum number of test patterns for a combi-
national module and the minimum number of test
patterns for the other combinational modules are
very different.
Characteristic 2.
The number of combinational modules with the
maximum number of test patterns is small and the
number of combinational modules with the mini-
mum number of test patterns is large.

Example 4: In the CTPT shown in Table 4, the bit
width of the TPR is 4. The values of control signals
can be loaded into the TPR at time −1 which is earlier
than time 0 in the CTPT by one cycle. The number of
states in the TPG is 6 because the length of the CTPT
is 6. The test length for the data path is, according to
equation (3), 8× (6 + 1) = 56.

3. Test Generation Method Using Several
Partly Compacted Test Plan Tables

In this section, a test generation method using sev-
eral partly compacted test plan tables is proposed to
shorten test length compared with the conventional
methods described in Sect. 2.

3.1 Preliminaries

Definition 4: Partly compacted test plan table
A subset of a test plan set is compacted and the re-
sultant one is referred to as a partly compacted test
plan [12]. Especially, when a partly compacted test plan
is used for test generation, it is referred to as a partly
compacted test plan table (PCTPT).
Example 5: Table 5 shows the two PCTPTs

Table 5 Two PCTPT.
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Table 6 Drive control signal table.

(PCTPT1 and PCTPT2). Four test plans shown in
Table 1 are partitioned into two groups (G1 and G2).
T1 and T3 belong to G1, and T2 and T4 belong to G2.
PCTPT1 is generated from G1, and PCTPT2 is gener-
ated from G2 by applying the algorithm shown in [12].
In Table 5, bi’s correspond to a test pattern for each
combinational module i (i = 1, 2, . . . , n). bi’s are re-
placed with the test pattern (0’s and/or 1’s).
Definition 5: Density degree
The density degree DDTi for a test plan Ti shows the
number of 0’s, 1’s, and b’s in Ti and is given by the
following equation.

DDTi =
u∑

k=1

{(c0k + c1k + cbk)× δki} ,

where u is the number of control signals, c0k is the
number of 0’s of the control signal ck in Ti, c1k is the
number of 1’s of the control signal ck in Ti, cbk is the
number of b’s of the control signal ck in Ti, and δki is
the 0-1 variable. If one of the following conditions is at
least satisfied, δki is 0. Otherwise, δki is 1.

(C1) c0k and cbk are 0.
(C2) c1k and cbk are 0.
(C3) c0k and c1k are 0, and cbk is 1.

Example 6: DDT1 , DDT2 , DDT3 , and DDT4 are the
density degrees for the test plans T1, T2, T3, and T4

shown in Table 1, respectively. DDT1 , DDT2 , DDT3 ,
and DDT4 are 2, 0, 4, and 0, respectively.
Definition 6: Drive control signal table
The drive control signal table DCi for a combinational
module i shows the control signals where a test plan Ti

is supplied. The column of a DCi represents a control
signal ck (k = 1, 2, . . . , u), where u is the number of
control signals of a data path. The row of a DCi rep-
resents flags to show whether Ti is supplied to control
signals or not. The value of a flag for ck in DCi is de-
noted by DCi(ck). Thus, when there exists 0, 1, or b
at any time for a control signal ck in Ti, DCi(ck) is 1.
Otherwise, DCi(ck) is 0.
Example 7: Table 6 shows the drive control signal
tables DC1, DC2, DC3, and DC4 for the test plans T1,
T2, T3, and T4 shown in Table 1, respectively.

3.2 PCTPT Generation and Architecture of TPG

A test generation method using several PCTPTs is pro-
posed to shorten test length. A test plan set is parti-

Fig. 3 Architecture of TPG.

tioned into m groups Gj (j = 1, 2, . . . ,m, and m is
the number of groups). A PCTPT for each group is
generated by compacting test plans in each group.

Consider a data path with Characteristic 1 and
Characteristic 2. In the test generation using a CTPT,
the test length is long for such a data path because
the length of unnecessary test sequence is long. In the
test generation using several PCTPTs, if the test plans
with the maximum number of test patterns and the test
plans with minimum number of test patterns do not
belong to the same group, the test length can be dras-
tically improved compared with that by the test gener-
ation using a CTPT. The test plan grouping method is
proposed to shorten the test length in subsection 3.3.

Figure 3 shows the proposed architecture of the
TPG. The TPG consists of the FSM, the Decoder, and
the MUX. As shown in Fig. 3, the Decoder is divided
into m decoders for each PCTPT to synthesize the TPG
in a reasonable time. Thus, TPG can be synthesized in
a reasonable time by setting the appropriate values of
the constraints as described in subsection 3.3.

In Fig. 3, Let GLj be the length of PCTPTj,
Decoder-Gj be a decoder for PCTPTj and GNCj

be the number of control signals where the values in
PCTPTj are supplied. The MUX is an array of multi-
plexers. The Decoder consists of m decoders Decoder-
Gj . The maximum value of the length of the PCTPTj

is the number of states in the FSM, and affects the area
of the FSM. The density degree of PCTPTj affects the

area of the Dcoder-Gj .
m∑

j=1

GNCj affects the area of

the MUX.

3.3 Test Plan Grouping Method

The test length for data paths can be shortened under a
test controller area constraint by considering a test plan
grouping. In this subsection, the optimization problem
for a test plan grouping is formulated using ILP as fol-
lows.
(1) Input
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(a) n test plans Ti and the number of test patterns
Ni (1 ≤ i ≤ n, n is the number of test plans)
(b) The number of groups: m (1 ≤ m ≤ n)
(c) Constraint q

q means max
j

(GNCj).
(
max

i

(
u∑

k=1

DCi(ck)
)
≤q≤u,

u is the number of control signals in a data path
)

GNCj is given by the following equation.

GNCj =
u∑

k=1

n

V
i=1

(Xij ×DCi(ck))

The following 0-1 variable Xij is defined as an ILP
variable. Xij = 1 (Ti belongs in Gj), Xij = 0 (Oth-
erwise)
(d) Constraint p

p means max
j

(
n∑

i=1

(Xij × Li)
)
.
(
max

j
(Li) ≤ p ≤

n∑
i=1

Li

)
(e) Constraint r
All test plans in Gj are concatenated, the resultant
one is referred to as a concatenated test plan of Gj ,
and it is denoted by CTj . All test plans in a data
path are concatenated, the resultant one is referred
to as a concatenated test plan of a data path, and it
is denoted by CTall.
r means max

j
(DDCTj ).

(
max

i
(DDTi)≤r≤DDCTall

)
(2) Output
m test plan sets Gj (1 ≤ j ≤ m)

(3) Optimization: minimize the following cost func-
tion F

F =
m∑

j=1

n∑
i=1

((MAXTPj −Ni)× Li ×Xij)

MAXTPj = max
i

(Xij ×Ni)

Constraints
(c1) max

j
(GNCj) ≤ q

(c2) max
j

(
n∑

i=1

(Xij × Li) ≤ p

)

(c3) max
j

(
DDCTj

) ≤ r

(c4)
m∑

j=1

Xij = 1

(c5)
n∑

i=1

Xij ≥ 1

The cost function F is the total sum of the length of
unnecessary test sequence for each combinational mod-
ule and it is expected that the test length is reduced by
minimizing F . (c1) means that the maximum output

Fig. 4 Example of test plan grouping (m = 2).

number of Decoder-Gj in the TPG is less than or equal
to q. The area of the MUX in the TPG is reduced by
adjusting q. (c2) means that the maximum value of the
total sum of each test plan length in Gj is less than or
equal to p. The area of the FSM in the TPG is reduced
by adjusting p. (c3) means that the maximum value of
the density degree of a concatenated test plan CTj is
less than or equal to r. The area of the Decoder in the
TPG is reduced by adjusting r. (c4) means that a test
plan Ti belongs to only one group. (c5) means that Gj

is not empty.
After grouping, test plans in each group are com-

pacted, and a PCTPT for each group is generates from
those results.
Example 8: Figure 4 shows the examples of test plan
grouping (m = 2). The vertical axis of the graph shows
the number of test patterns for combinational modules
used in Example 3. The rectangles in the graph show
the test plans, and the width of the rectangles shows the
length of the test plans shown in Table 1. The circles
in the graph show the groups of the test plans. In the
graph, the area of parts with shadows shows the total
sum of the lengths of the unnecessary test sequence for
combinational modules. Thus, the area shows the value
of the cost function F . The minimum value of F is 5.
Assuming that the values of p, q, and r are 6, 4, and
10, respectively, the following constraints are satisfied
in this grouping.

max
j

(
n∑

I=1

(Xij × Li)

)
= max(6, 4) = 6 ≤ p(= 6)

max
j

(GNCj) = max(3, 4) = 4 ≤ q(= 4)

max
j

(
DDCTj

)
= max(8, 4) = 8 ≤ r(= 10)

After grouping, T1 and T3 are compacted, and PCTPT1

shown in Table 5 is generated. Likewise, T2 and T4 are
compacted, and PCTPT2 shown in Table 5 is gener-
ated.
Example 9: Let us now assume the value of p is 5. The
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values of q and r are the same as those in Example 8.
T1 and T3 are grouped, and T2 and T4 are grouped. The
following constraint is not satisfied in this grouping.

max
j

(
n∑

i=1

(Xij × Li)

)
= max(6, 4) = 6 ≤ p(= 5)

Thus, this grouping is invalid. Another grouping is
tried. T1 and T2 are grouped, and T3 and T4 are
grouped as shown in Fig. 5. The value of F is 20. Thus,
the total sum of the lengths of the unnecessary test se-
quence becomes larger than that of Example 8. The
following constraints are satisfied in this new group-
ing.

max
j

(
n∑

i=1

(Xij × Li)

)
= max(5, 5) = 5 ≤ p(= 5)

max
j

(GNCj) = max(4, 4) = 4 ≤ q(= 4)

max
j

(
DDCTj

)
= max(2, 6) = 6 ≤ r(= 10)

After grouping, T1 and T2 are compacted, and
PCTPT1’ shown in Table 7 is generated. Likewise, T3

and T4 are compacted, and PCTPT2’ shown in Table 7
is generated. In Table 7, bi’s correspond to a test pat-
tern for each combinational module i (i = 1, 2, . . . , n).
bi’s are replaced with the test pattern (0’s and/or 1’s).
In this example, the value of cost function F increases
from 5 to 20. Thus, the test length is affected by the
values of the parameters.

Fig. 5 Another example of test plan grouping (m = 2).

Table 7 Two PCTPTs (Example 9).

3.4 Test Generation

After a gate level circuit for a combinational module
is synthesized, test generation is performed for a single
stuck-at-fault in a combinational module. As a result,
test patterns for a combinational module are generated.
Next, bi’s corresponding to a test pattern for each com-
binational module i (i = 1, 2, . . . , n) are replaced with
the test pattern (0’s and/or 1’s). The above-mentioned
processing is iterated for all test patterns for each com-
binational module i. The test length for a data path
with strong testability is given by

L =
m∑

j=1

(
MAXTPj × (LPCTPTj + 1)

)
, (4)

where MAXTPj = max
i
(Xij × Ni), LPCTPTj is the

length of PCTPTj, Ni is the number of test patterns
for a combinational module i, and L is the test length
for a data path.
Example 10: In the PCTPTs shown in Table 5, the
bit width of the TPR is 2. The values of control signals
are loaded into the TPR at time −1 which is earlier
than time 0 in the PCTPT by one cycle. The num-
ber of states in the FSM is 4 because the length of
max

j
(LPCTPT ) is 4. The test length for the data path

is, according to equation (4), 8×(4+1)+3×(3+1) = 52.
Example 11: In the PCTPTs shown in Table 7, the
bit width of the TPR is 2. The values of control signals
are loaded into the TPR at time −1 which is earlier
than time 0 in the PCTPT by one cycle. The num-
ber of states in the FSM is 4 because the length of
max

j

(
LPCTPTj

)
is 4. The test length for the data path

is, according to equation (4), 8×(4+1)+7×(4+1) = 75.

4. Experimental Results

In this section, the experimental results of the test gen-
eration method using several PCTPTs are described by
applying it to some practical RTL data paths.

The platform of the preliminary experiments is as
follows.

CPU: Pentium III, Frequency: 1GHz,
and Memory: 512Mbyte.
The characteristics of the practical RTL data paths

with strong testability are shown in Table 8. Circuit,
#PI, #PO, #CS, #ST, #R, #M, and |bit| denote
the circuit name, the number of primary inputs, the

Table 8 Characteristics of RTL data paths.
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Table 9 Experimental results.

number of primary outputs, the number of control sig-
nals, the number of status signals, the number of reg-
isters, the number of combinational modules, and the
bit widths of data path signals, respectively. The logic
synthesis was performed using the Design Compiler r©
of Synopsys and the test generation for each combi-
national module was performed using the TetraMax r©
ATPG of Synopsys.

The proposed method was compared with two con-
ventional methods: the test generation method using
test plans [5], and the test generation method using
a CTPT [12]. In the test generation method using a
CTPT, the test controller area could not be synthe-
sized for three data paths in a reasonable time (less
than 24 hours) because each LCTPT is large and the
number of control signals is large as described in sub-
section 2.4. Therefore, we concluded that it is difficult
to apply the test generation method using a CTPT to
practical data paths. Thus, we will not refer to the test
generation method using a CTPT from now on.

In Table 9, Circuit denotes circuit name,
“PCTPT” shows the experimental results of the test
generation method using several PCTPTs, “PCTPT-
TA10” shows the experimental results of the test gener-
ation method using several PCTPTs with less than 10%
additional test controller area constraint, “PCTPT-
TA30” shows the experimental results of the test gen-
eration method using several PCTPTs with less than
30% additional test controller area constraint, “TP”
shows the experimental results of the test generation
method using test plans [5], and “CTPT” shows the
experimental results of the test generation method us-
ing a CTPT [12]. In Table 9, m denotes the number of
groups, TL denotes the test length for data paths, and
TA denotes the area of a test controller. RTL and RTA

of “PCTPT” are defined as follows. RTL and RTA of
“PCTPT-TA10” (“PCTPT-TA30”) are also defined in
the same way as those of “PCTPT”.

RTL = (TL of “TP”–TL of “PCTPT”) /TL of “TP”
RTA = (TA of “PCTPT”–TA of “TP”) /TA of “TP”

In “PCTPT”, the experiments were iterated chang-
ing the values of the parameters manually until the test
controller was synthesized in about 10 hours. As a re-
sult, parameters p, q, and r were set to 2000, infinity,
and 3000. Given m, test plans were partitioned into m
groups to shorten test length. “PCTPT” shortened the
test length by 30 to 54% compared with “TP”. How-
ever, the test controller area increased by 10 to 122%
compared with “TP”. As for test controller area, the

Table 10 Characteristics of test controllers.

area of “TP” was minimum except for IDCT-C.
In “PCTPT-TA10” (“PCTPT-TA30”), the exper-

iments were iterated changing the values of the param-
eters manually until the test controller area constraint
was satisfied and the test length was shortened. As
a result, p, q, and r were set to appropriate values to
shorten test length with less than 10% (30%) additional
test controller area compared with “TP”.

Thus, the following (1), (2), and (3) are taken into
account.

(1) p affects the area of the FSM in the TPG.
(2) q affects the area of the MUX in the TPG.
(3) r affects the area of the Decoder in the TPG.

“PCTPT-TA10” shortened the test length by 4 to
36% with less than 10% additional test controller area
compared with “TP”. “PCTPT-TA10” could not find
the values of the parameters to shorten the test length
with less than 10% additional test controller area for
MPEG. “PCTPT-TA30” shortened the test length by
6 to 54% with less than 30% additional test controller
area compared with “TP”. As for IDCT-C, “PCTPT-
TA10” reduced the test controller area by 9% compared
with “TP”.

Table 10 shows the detailed area of the test con-
trollers. In Table 10, “TG” denotes a test generation
method, “TA” denotes the test controller area, “TMR”
denotes the area of the TMR, “TPR” denotes the area
of the TPR, “#State” denotes the number of states in
the FSM, “FSM” denotes the area of the FSM in the
TPG, “Decoder” denotes the area of the Decoder in the
TPG, and “MUX” denotes the area of the MUX in the
TPG. As for “PCTPT”, “TMR”, and “MUX” were
reduced, and “TPR”, “FSM”, and “Decoder” were in-
creased compared with “TP”. As for “PCTPT-TA10”
and “PCTPT-TA30”, by setting the appropriate value
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to p, the maximum value of the lengths of PCTPTs
was shortened, and “FSM” was reduced compared with
“PCTPT”. By setting the appropriate value to r, the
maximum value of the density degree of PCTPTs was
reduced, and “Decoder” was reduced compared with
“PCTPT”. By setting the appropriate value to q, the
maximum number of control signals where the values
in PCTPTs were supplied was reduced, “MUX” was re-
duced compared with “TP”, and “MUX” was increased
compared with “PCTPT”.

5. Conclusion

This paper proposed a test generation method using
several PCTPTs for RTL data paths with strong testa-
bility. The optimization problem for test plan group-
ing is also formulated using ILP to shorten test length
under a test controller area constraint. Experimental
results for practical RTL data paths show that the test
lengths are shortened by 4 to 36% with less than 10%
additional test controller area and the test lengths are
shortened by 6 to 54% with less than 30% additional
test controller area compared with the test generation
method using test plans.

The algorithm to find the optimum values of the
parameters is under development. In this paper, the
values of the parameters are manually set and test plans
are partitioned into some groups. We have shown that
it is possible to find the values of the parameters that
minimize the test length under a test controller area
constraint. Future work includes proposing an effec-
tive algorithm for finding the optimum values of the
parameters.
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