
IEICE TRANS. INF. & SYST., VOL.E87–D, NO.3 MARCH 2004
609

PAPER Special Section on Test and Verification of VLSI

A DFT Selection Method for Reducing Test Application Time of
System-on-Chips

Masahide MIYAZAKI†, Toshinori HOSOKAWA†, Hiroshi DATE†, Michiaki MURAOKA†, Members,
and Hideo FUJIWARA††, Fellow

SUMMARY This paper proposes an SoC test architecture generation
framework. It contains a database, which stores the test cost information of
several DFTs for every core, and a DFT selection part which performs DFT
selection for minimizing the test application time using this database in the
early phase of the design flow. Moreover, the DFT selection problem is
formulated and the algorithm that solves this problem is proposed. Experi-
mental results show that bottlenecks in test application time when using
a single DFT method for all cores in an SoC is reduced by performing DFT
selection from two types of DFTs. As a result, the whole test application
time is drastically shortened.
key words: test scheduling, test access mechanism, wrapper, design for test

1. Introduction

With the progress of the semiconductor process technology,
the gate count of SoCs is increasing as large as one hundred
million gates through the use of 90 nm process design rule
toward 2010. As the size of the SoC is getting larger, the
reduction of the design productivity will be the most impor-
tant issue. The technologies that solve this issue are the
design reuse methodology and design automation at the high
level design phase. Research and development of these tech-
nologies is the key to innovate the SoC design methodology.

In order to reduce design time, SoCs consist of a large
number of reusable cores. To test such SoCs, a test pattern is
prepared for each core, and the modular testing of embedded
cores is carried out. Effective modular test requires efficient
management of the test resources for core-based SoCs. This
involves the design of core test wrappers and TAMs (Test
Access Mechanisms), and the scheduling of core tests. In
recent years, many research works relevant to these issues
have been presented.

Core test wrapper design and TAM design are impor-
tant since they have impact on hardware overhead and
test application time. There are three main approaches to
achieve accessibility of embedded cores. The first approach
is based on test bus architectures, where the cores are
isolated from each other in test mode using a dedicated
bus [1]–[3] around the cores to propagate test data. The
second approach uses boundary scan architectures [4], [5] to
isolate the core during test. The third approach uses core
bypass mode [6] or transparency [7]–[9]. Wrapper and TAM
design include wrapper optimization, core assignment to
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TAM wires, sizing of the TAMs, and routing of TAM wires.
So, wrapper and TAM co-optimization approach [10] is one
of the important subjects in modular testing.

The objective of test scheduling [11]–[13] is to mini-
mize test application time under one or more of the fol-
lowing constraints: maximum TAM width and maximum
allowed power consumption. Furthermore, optimal wrap-
per width selection and test scheduling techniques have been
proposed [14], [15].

Most of the above research work assume scan design
as a DFT of each core, or do not mention about the DFT
method. To cope with the testing of large and complex
SoCs, the modular testing of embedded cores have to be
reevaluated. For a core, which is reused in a high level
design methodology, the designer has to determine the DFT
method along with the required quality and cost. For this
reason, the technique of determining an SoC test architec-
ture including DFT of each core, taking test cost and test
quality into consideration, during the early design phase is
needed.

In this paper, we present the DFT selection method
for reducing test application time under the following con-
straints: maximum TAM width, maximum allowed power
consumption, total area size, and test data size. The DFT
of each core is chosen from scan design or non-scan
DFT [16], [17].

This paper is organized as follows. In Sect. 2, a frame-
work of SoC test architecture generation is proposed. In
Sect. 3, the selectable DFT method and the precondition of
this research work are described. In Sect. 4, the formu-
lation of the DFT selection problem and an algorithm are
proposed. It is followed by experimental results in Sect. 5.
Finally, Sect. 6 concludes this paper.

2. A Framework of SoC Test Architecture Generation

In a high level design methodology, the designer has to
determine the DFT method of each core along with the
required quality and cost. So we propose a new framework
that includes DFT selection phase in the SoC early design
phase. Figure 1 shows our SoC test architecture generation
framework. The framework consists of the following stages.

In the first stage, the test cost information on each
core is estimated, and the result is output to the test cost
information database. In addition, for each core, the test
cost information of two or more DFTs are estimated. Test
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Fig. 1 Framework of SoC test architecture generation with consideration
to DFT selection.

cost information includes the following information.

– Test application time
– TAM width
– Power consumption
– Area size
– Test data size

In an SoC design, a great portion of it is filled with
reused IPs. Then, actual test cost information obtained from
a past design can be used in a reused portion. Moreover, if
possible, an estimation of the test cost information for a new
design can be made based on the test cost information of
the past design. For example, when there is an actual result
value of the scan design of a certain core, it is possible to
make an estimation of the test cost information in which the
number of the scan chain was changed. If high accuracy is
needed, it is necessary to carry out logic synthesis accord-
ing to product specification, and to actually perform some
scan design. However, if accuracy is not needed, some vari-
ations will be created only reflecting the change of the scan
chain length when changing the number of scan chains by
assuming that the area size, the number of test patterns and
the number of flip-flops do not change. In this case, test
application time, TAM width, and test data size are easily
calculated. It is difficult to estimate the value of power con-
sumption with high accuracy. However, there are conven-
tional tools, which are able to estimate power consumption
for an RTL description, and it is easy to perform relative
comparison among two or more DFT(s). On the other hand,
newly designed cores that have no past design information
need to create the test cost information by actually apply-
ing DFT using RTL (a). However, accumulating the actual
result value in the test cost information database (e) reduces
the cost required to estimate test cost information, and it
leads to an increase in accuracy.

In the second stage, the DFT of each core is selected to
reduce the total test application time using test cost informa-
tion (e), which was estimated in the first stage, and the
selected DFT of each core (f) and test schedule (g) are

Fig. 2 DFT selection under constraints.

output. Test schedule means test start time and test end time
of each core. According to the DFT selection information
of each core, design for test of each core is performed in the
third stage. The test pattern of the core (h) is created in the
fourth stage using existing ATPG tools.

In the fifth stage, the test wrapper of each core is
designed. Based on the test pattern of a core, which was
created in the third stage, the bit width compression func-
tion is incorporated if needed. Moreover, the test pattern is
modified to match the interface of the designed wrappers.

In the last stage, the cores tested simultaneously are
divided into several TAMs according to the test schedule (g),
which was created in the second stage, and SoC design that
include TAMs is created. Moreover, the test pattern of each
core is edited and output with the interface of SoC pin.

The DFT selection stage is especially important among
the above mentioned framework stages. Figure 2 shows
the work for which a designer is asked in this stage. The
designer determines the test strategy of the SoC, including
DFT selection of each core to reduce test application time
under the following constraints: maximum TAM width,
maximum allowed power consumption, total area size, test
data size.

3. DFT of Each Core

3.1 Scan Design Method

Full scan design is one of the most popular DFT methods.
The scan test application time depends on the maximum
scan chain length. As a large TAM width can be taken,
a scan chain can be divided and thus the maximum scan
chain length and test application time can be shortened.

Figure 3 shows an example of the relationship between
scan chain length and number of chains in the case in which
the number of FFs is 100. The vertical axis shows the
scan chain length in logarithm scale, and the horizontal axis
shows the number of scan chains. Figure 3 shows that when
the number of the scan chains is large, the scan chain length
function becomes a stair function. Therefore even if the
TAM width increases, the test application time is not always
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Fig. 3 Relationship between scan chain length and number of chains.

shortened [14]. In modular testing, the TAM width of each
core should be selected to minimize the total test applica-
tion time. However, in the stair function portion shown in
Fig. 3, it is enough that only the pareto-optimal-points [14]
are taken into consideration as the candidate points of the
selection.

3.2 Non-scan DFT Method

Scan design methods have the following disadvantages con-
cerning test cost and test quality:

– The additional test circuits for DFT cause the degrada-
tion of performance.

– The test length is very long.
– It is not suited for at-speed-testing.

In order to drastically improve the above-mentioned
disadvantages while keeping complete fault efficiency, non-
scan DFT methods [16], [17] for RTL design circuits were
proposed. In this paper, the non-scan DFT method
(NS-DFT) of reference [16] shall be chosen as another DFT
of a core.

NS-DFT needs parallel access from LSI pins to all the
inputs and all the outputs. Thus, if the sum of the number of
inputs and the number of outputs is larger than the number
of LSI pins, NS-DFT is inapplicable to the core.

Therefore, the core test wrapper with bit width com-
pression function shall be prepared. Figure 4 shows the
wrapper design. Wrapper mode signals are used to change
among five modes: normal, test, isolation, input intercon-
nect test, and output interconnect test. In normal mode,
Functional inputs and Functional outputs are connected to
the core. When another core is tested, the core inputs are
fixed to isolate, if needed. In input interconnect test mode,
the Functional Inputs are connected to the Encoder and
observed at Test Outputs. In output interconnect test mode,
the Functional Outputs are controlled from Test Inputs. In
test mode, encoded test patterns are supplied to Test Inputs,
and decoded patterns are provided to the inputs of the core.

Fig. 4 Example of wrapper design for NS-DFT.

The outputs are encoded at Encoder, and observed at Test
Outputs. The clock and Asynchronous signal are directly
connected in all modes.

The input compression technique shall use the coding
technique using EOR network [18], [19]. The output com-
pression technique shall use EOR tree. These bit width
compression techniques do not change test length, but the
area size of the wrapper is different with the compression
ratio. If the compression rate is high, the area size of the
decoder and the encoder increase. Moreover, if the area size
increases, power consumption increases under the same fre-
quency. Since the reduction of TAM width increases the
possibility that cores can carry out a simultaneous test, the
total test application time may be shortened. Thus, there is
a trade-off between the total test application time and area,
and the total test application time and power consumption.

4. DFT Selection Problem Formulation and Algorithm

4.1 DFT Selection Problem Formulation

To select the DFT of each core in order to reduce the test
application time under constraints, we formulate the DFT
selection problem as follows.

Inputs:

(1) Test cost information of each core:
D = Dij(DFTij,wij, pij, vij, aij, tij)
Here, DFTij, wij, pij, vij, aij, and tij are, respectively:
DFTij: jth DFT of core i.
wij: TAM width of core i to which DFTij is applied.
pij: maximum power consumption of testing core i to

which DFTij is applied.
aij: Area of core i to which DFTij is applied.
vij: The amount of test data of core i to which DFTij is

applied.
tij: Test application time of core i to which DFTij is

applied.
(2) Maximum TAM width of the SoC: W
(3) Maximum available peak power of the SoC: P
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(4) Maximum amount of the total test data size: V
(5) Maximum area size of the SoC: A

Outputs:

(1) Selected DFT of each core
(2) Test schedule

Objective:
The test application time of the SoC is minimum, and

constraints (Input: (2), (3), (4), (5)) are satisfied.

To solve this problem, an algorithm is proposed in the
next paragraph.

4.2 Algorithm

The overview of this algorithm is as follows.
When the test of a certain core is the bottleneck, the

total test application time may be improved by changing
the DFT method or the TAM width of the core. Therefore,
by repeating the following three steps, DFT assignment is
changed so that test application time is shortened.
(Step 1) The test application time under an initial DFT

assignment is calculated by executing test scheduling.
(Step 2) In order to find the test bottleneck, the following

process is performed iteratively.
For each core in the SoC, replace the initial DFT

with another DFT in the database. The test application
time under the replaced DFT assignment is calculated
by executing test scheduling.

(Step 3) The initial DFT assignment is updated by the itera-
tively determined DFT assignment whose test applica-
tion time improved most.
If any change of DFT assignment in Step 2 caused an

increase the test application time, it means that there is no
bottleneck and, therefore, the algorithm ends.

The algorithm is shown in Fig. 5. The following vari-
ables are used in this algorithm.

(1) C: Variable to store test cost information of each core:
C = Ci(CDFTi,wi, pi, vi, ai, ti)
CDFTi, wi, pi, vi, ai, ti are, respectively:
CDFTi: selected DFT of core i.
wi: TAM width of core i.
pi: Power consumption of core i.
ai: Area of core i.
vi: Test data volume of core i.
ti: Test application time of core i.

(2) Cinit: Test cost information under the initial DFT
selection.

(3) Ccurrent: Variable to store the test cost information
under the present DFT selection.

(4) Cbest: Variable to store the test cost information under
DFT selection of the minimum test application time.

(5) current tat: Variable to store the test application time.
(6) best tat: Variable to store the minimum test application

time.
(7) trial tat: Variable to store the test application time.

Fig. 5 DFT selection algorithm.

In the first, the initial DFT selection and the test cost
information Cinit are created (line1). Initialize the vari-
able that stores the test cost information current tat with the
sum of the test application time of each core of the ini-
tial DFT selection (line2). Then, test scheduling aiming
at minimizing test application time is performed with the
rectangle packaging algorithm [14], [15]. The return value
of the above-mentioned algorithm is the test application
time of the whole SoC. This result is stored in the variable
best tat (line4).

Hereafter, while best tat is updated, change the DFT
selection and test scheduling repeatedly (line5–line24). The
loop iteration is as follows.

The variable current tat is updated with the value of
best tat (line6). Test cost information C under the cur-
rent DFT selection is held as Ccurrent (line7). The fol-
lowing procedure is performed on all DFTs of each core
(line8–line20).

If the current DFT of core i is not DFTij then copy Dij to
Ci (line10–11). Then, test scheduling is performed (line12).
Consequently, if the obtained test application time is shorter
than best tat (line13), best tat will be updated (line14) and
the test cost information C will be stored as Cbest (line15).
After all DFTs of the concerned core are tried, C is written
back to Ccurrent (line18). Then, after trial all core trial,
if best tat was updated after trying all cores and all DFTs
(line21), Cbest is copied to C (line22), and go back to the
line 6 (line24), otherwise the algorithm ends. DFT of each
core of Cbest obtained at the end is the solution of DFT
selection algorithm.

This algorithm performs exhaustive search in the worst
case. The complexity of the scheduling algorithm is
O(n log n). The search space size of the DFT selection is
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given by (
∏n

i=1 Mi), where Mi is the number of selectable
DFTs of the core i. Therefore the complexity of this al-
gorithm is O((n log n) × ∏n

i=1 Mi). In other words, if the
number of selectable DFTs of each core is at most m, the
total complexity is O(mnn log n). Because the search space
becomes large rapidly to the increase in the number of cores
and the number of DFTs, a search space reduction heuristic
is needed for practical use.

Generally, in order to reduce the search space, and in
order to estimate the quality of a solution, it is useful to
know the lower bound of the cost function. In the DFT
selection problem, it is difficult to find the optimum solu-
tion. However, it is possible to calculate some lower bounds
of the test application time.

One of the optimum cases is shown in Fig. 6. The num-
bered rectangles represent the test application time and the
TAM width of each core under the selected DFT. The verti-
cal length of each rectangle represents the TAM width, and
the horizontal length represents test application time. The
dotted line shows the total rectangle, in which the vertical
length represents the total TAM width and the horizontal
length represents the total test application time. If (1) the
DFT of each core is selected so that the size of each core’s
rectangle is minimum, and (2) the core’s rectangles fill the
total rectangles, then the total test application time is the true
minimum. Thus a lower bound of test application time lb1
can be calculated as follows.

Fig. 6 Lower bound case of test application time.

lb1 =
∑n

i=1
minj(tij × wij)/W

Furthermore, the total test application time cannot be
shorter than the test application time of a core. Therefore
another lower bound lb2 can be calculated as follows.

lb2 = maxi(minj(tij))

Let the largest of these two values lb1 and lb2 be the
lower bound LB.

LB = max(lb1, lb2)

If some choices can be deleted so that LB is not
changed, it may be used effectively in a heuristics to prune
the search space in the DFT selection algorithm. The other
usage of LB is that the quality of a solution can be pes-
simistically estimated by comparing with LB.

5. Experimental Results

5.1 Experimental Environment

The experimental environment is as follows.

(1) The experiment had been held on the Sun ultra80 work-
station, (Sun OS 5.6), 400 MHz, 2 Gbyte memory.
(2) The proposed algorithm was implemented in C.
(3) Nine RTL designs were used as experimental circuit.
(4) To prepare the test cost information, we used the follow-
ing EDA tools:

– power consumption estimation: Wattme/Artgraphics
– logic synthesis: DesignCompiler/Synopsys
– Scan path synthesis: DFT Compiler/Synopsys
– ATPG: Tetra MAX/Synopsys
– NS-DFT: an in-house tool.

5.2 Circuits

Table 1 shows the characteristics of the circuits that used in
this experiment without DFT. These nine circuits were used
as cores. The 1st column shows the core number. The 2nd
column shows the name of the core. The 3rd column shows
the number of inputs. The 4th column shows the number
of outputs. The 5th column denotes the number of mem-
ory elements. The 6th column shows the area in terms of
gate counts after logic synthesis. The 7th column shows
the system clock frequency. In addition, the frequency of
the scan clock is assumed to be 1/5 of the system clock
of normal operation. This assumption is based on the sur-
vey of some product data. Also, the frequency of the test
clock of NS-DFT is the same as the system clock at nor-
mal operation. The 8th column shows the estimated power
consumption. The values are relative to the normal oper-
ation of core No.1 without DFT. The 9th column denotes
the minimum number and maximum number of the scan
chains, which were added to prepare test cost information
of scan DFT. The values inside the parenthesis show the
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Table 1 Information of the cores.

Table 2 Test application time (Select only from Scan).

number of choices in DFT selection. For example, we pre-
pared 11 cases of the test cost information about scan DFT
for core No.1. Scan DFT needs 4 more inputs (clock, reset,

test mode, scan enable) beside the scan chains. Therefore,
the sum of the extra 4 inputs and the number of chains
corresponds to the TAM width. The 10th column denotes
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Table 3 Test application time (select only from NS-DFT).

the minimum TAM width and the maximum TAM width of
NS-DFT. The values inside the parenthesis show the num-
ber of choices in DFT selection.

In this experiment, two types of DFTs are applied to
each circuit: one is Scan DFT, and the other is NS-DFT.
NS-DFT is a technique still under research and, for this
reason, there are a few constraints when using it, such as
controller and data-path must be designed separately. The
selected experimental circuits satisfy these constraints.

Throughout this experiment, the constraints of the test
scheduling were set as follows.

– Maximum allowed power consumption:
(Sum of the power consumption of each core)
× 1.5 = 507.34

– Total area size:
(Sum of the area size of each core) × 1.5 = 258747

– Total TAM width: 512, 256, 128, 64

We made experiments for the following three cases:
(1) Scan only (number of scan chain selection), (2) NS-DFT
only (TAM width selection), (3) Scan and NS-DFT (DFT
method and number of scan chain, TAM width selection).

In this experiment, the constraint values had to be
increased in order to obtain a solution of each case, so that
we were able to compare the result.

For a thorough evaluation of the proposed algorithm,
more experiments under suitable constraints are needed as
future work.

5.3 Experimental Results

(1) case 1: select only from Scan
In case 1, the selectable DFT of each core was limited

to scan design. The number of scan chains in each core is
selected to reduce the total test application time. Table 2
shows the results of case 1. The 1st column shows the name
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Table 4 Test application time (select from either Scan or NS-DFT).

of the SoC. The 2nd column shows the maximum TAM
width of each SoC. The 3rd column denotes the core num-
ber denoted in Table 1. The 4th column shows the selected
TAM width of each core. The 5th column shows the power
consumption. The power consumption results are shown
relative to the normal operation figures of the original core
No.1. The 6th column shows the area size of each core. The
7th column shows the test application time of each core. The
8th column and the 9th column show test schedule of each
core. “Start” denotes the test start time, and “end” denotes
test end time. The 10th column shows maximum power con-
sumption of each SoC under this test schedule. The 11th col-
umn shows the total area size of each SoC. The 12th column
shows the total test application time of each SoC, either.

In SoC1, a solution for testing all cores simultaneously
was obtained. The DFT of core No.6 has the largest test
application time among all cores of SoC1, even though the
DFT with the smallest test application time was chosen for

core No.6. Under this condition, as long as there is no other
choice of DFT which improves the test application time of
core No.6, the total test application time does not improve.

In SoC4, the found solution splits the test of core No.6
from the test of all other cores, i.e., core No.6 is tested inde-
pendently.
(2) case 2: select only from NS-DFT

In case 2, the selectable DFT of each core was limited
to NS-DFT. Table 3 shows the results of case 2. The mean-
ing of each column is the same as that of Table 2.

We obtained a test schedule such that SoC1 and SoC2
have the same test application time. There were two factors
that contributed to obtaining this result. First, the test length
for any cores with NS-DFT does not depend on its TAM
width, and initial DFT selection was not changed. Although
the influence of the difference of TAM width appeared in
the power consumption and the area after DFT, it did not
appear on these results. Second, the test application time
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of core No.7 was very large, and as long as there was no
choice of DFT which improves its test application time, the
test application time of the whole SoC was not shortened
either. In addition, in the solution for SoC3 and SoC4, DFTs
with the minimum TAM width were already chosen by the
initial DFT selection except for core No.3, and there was no
improvement from the initial DFT selection.
(3) case 3: Scan or NS-DFT

In case 3, the DFT of each core was selected from
NS-DFT or scan design. Table 4 shows the result of case 3.
The meaning of the 1st–3rd columns is the same as that of
Table 2 and Table 3. The 4th column shows the selected
DFT. The meaning of the 5–13th columns is the same as
that of the 4–12th columns of Table 2 and Table 3.

As for the test application time of the whole SoC, we
obtained the shortest times compared to cases 1 and 2. In
case 1, the test application time was longer because of the
DFT selected for core No.6. However, in case 3 we could
choose another DFT for core No.6 such that test applica-
tion time improved. In case 2, the test application time was
longer because of the DFT selected for core No.7. However,
in case 3 we could choose another DFT for core No.7 such
that test application time improved.

Table 5 shows the comparison of test application time.
The 1st column shows SoC name. The 2nd column shows
total TAM width. The 3rd–5th columns show the total test
application time of cases 1–3, respectively. The 6th column
shows the ratio of test application time in case 3 to the test
application time in case 1. The 7th column shows the ratio
of test application time in case 3 to the test application time
in case 2. In case 3, the total test application times were
shortened from 60% to 72% compared with case 1, and from
45% to 86% compared with case 2.

These experimental results show that the differences in
the selection scope of DFT drastically changes the test cost
of an SoC. Therefore, the usefulness of having a database
with the test cost information of several DFTs, and using
this database to optimize DFT selection to reduce test cost
in early stages of design flow was shown.
(4) The quality of the solution

Table 6 shows the test application time, which is cal-
culated in cases 1 to 3, and the lower bounds of optimum
solution, which is denoted in Sect. 4. The 1st column shows
the case number. The 2nd column shows the name of the
SoC. The 3rd column shows the total TAM width. The 4th
column shows total test application time, which is calculated
in this experiment. The 5th column shows the lower bound
of test application time, which is described in Sect. 4. The
6th column shows the ratio of experimental results relative
to the lower bounds. The last column shows the CPU time of
the experiments. In cases 1, 2, and 3, the numbers of combi-
nations of DFT selection are 1.28 × 1013, 360, 2.37× 1013,
respectively. In the worst case, the proposed algorithm per-
forms exhaustive search, and the execution time is possibly
so long that the experiment cannot be completed. However,
in this experiment, the execution time is less than 100 sec-
onds. Although the algorithm may have ended without car-

Table 5 Comparison of test application time.

Table 6 Test application times and lower bounds of optimum solution.

rying out sufficient search, the ratio of experimental results
to the lower bounds shows that the experimental results are
less than 1.6 times larger than the optimum solutions.

6. Conclusions

The framework of an SoC test architecture generation
framework was proposed. The framework contains
a database, which stores the test cost information on sev-
eral DFTs for every core, and DFT selection part. In the
framework, the DFT of each core is selected for reducing
the test application time using test cost information database
in the early phase of the design flow. Moreover, the DFT
selection problem was formulated and the algorithm, which
solves this was proposed. Experimental results show that
bottlenecks in test application time when using the single
DFT method for all cores in an SoC is reduced by perform-
ing DFT selection from two types of DFTs. As a result, the
whole test application time is shortened.

Our future work includes the following issues.

(1) Experiments under various constraints
(2) Optimization including the TAM design
(3) Addition of Scan BIST and Non-Scan BIST to the

selectable DFTs
(4) Improvement of the algorithm to reduce the search

space
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