IEICE TRANS. INF. & SYST., VOL.E91-D, NO.3 MARCH 2008

747

|[PAPER Special Section on Test and Verification of VLSIs

Test Scheduling for Multi-Clock Domain SoCs under Power
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SUMMARY  This paper presents a power-constrained test scheduling
method for multi-clock domain SoCs that consist of cores operating at dif-
ferent clock frequencies during test. In the proposed method, we utilize
virtual TAM to solve the frequency gaps between cores and the ATE. More-
over, we present a technique to reduce power consumption of cores during
test while the test time of the cores remain the same or increase a little
by using virtual TAM. Experimental results show the effectiveness of the
proposed method.
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1. Introduction

Today’s SoCs embed hundreds of memory cores and several
different types of logic cores obtained from various vendors.
Moreover, multiple clocks operate at multiple frequencies
in a single SoC. Testing of SoCs is a crucial and time con-
suming problem due to the increasing design complexity.
SoCs are increasingly tested in a modular fashion because
the system integrator in most cases has very limited knowl-
edge about the structural content of the adopted core, and
hence deals with it as a black box. Therefore he/she can-
not develop the DFT structures and the corresponding test
patterns for it. This is especially true if a core is a hard
one or is an encrypted Intellectual Property block [1]. In or-
der to enable modular test, each embedded core should be
isolated from its surrounding circuitry. Zorian et al. in-
troduced a generic test architecture that enables modular
test for SoCs[1]. It consists of the following three com-
ponents: 1) test pattern source and test response sink, 2)
test access mechanism (TAM), and 3) wrapper. The TAM
propagates test patterns for a core from test pattern source
to the core, and furthermore propagates the responses from
the core to test pattern sink. The wrapper provides an in-
terface between TAM and core, and also provides func-
tions for cores to switch the mode of the cores: 1) nor-
mal, 2) INTEST (to test cores), 3) EXTEST (to test inter-
connects between cores), and 4) BYPASS defined in IEEE
std. 1500 [2]. The goal is to develop techniques for wrapper
design, TAM design and test schedule that minimizes test
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application time under given constraints such as the num-
ber of test pins and power consumption. A number of ap-
proaches have addressed wrapper design [3]-[5] which are
IEEE std. 1500 compliant. Similarly, several TAM archi-
tectures have been proposed such as TestBus [6], [7], TES-
TRAIL[8], transparency based TAM [9]-[11]. Moreover,
many approaches for core-internal test scheduling problem
have been proposed [3], [8],[12]-[16]. Recently, [17] pro-
posed a test scheduling method to minimize the overall test
time for core-internal logic and core-external interconnects.

However, these previous approaches are applicable
only to single-clock domain SoCs that consist of embedded
cores operating at the same clock frequency during test. To-
day’s SoC designs in telecommunications, networking and
digital signal processing applications consist of embedded
cores operating with different clock frequencies. The clock
frequency of some embedded cores during test is limited by
its scan chain frequencies. On the other hand, other cores
may be testable at-speed in order to increase the coverage of
non-modeled and performance-related defects. Moreover,
there also exists a frequency gap between each embedded
core and ATE used to test the SoC. From these facts, we
can say that the previous approaches have the following two
problems: 1) when test clock frequency of a core is higher
than that of ATE, the ATE cannot provide test sequences at
the same speed of the test clock frequency of the core, and
2) when test clock frequency of a core is lower than that of
ATE, testing of the core by lowering the frequency of ATE
does not make use of ATE capability effectively. There-
fore, it is necessary to develop a technique that can solve
the above problems for the multi-clock domain SoCs.

Recently, virtual TAM based on bandwidth match-
ing [18] has been proposed in [19] to increase ATE capabil-
ity when the clock frequency of a core is lower than that of
ATE. Xu and Nicolici extended the virtual TAM technique
to the multi-frequency TAM design to reduce the test time
for the single-clock domain SoCs in [20]. Moreover, a wrap-
per design for cores with multiple clock domains was pro-
posed in [21]-[24] to achieve at-speed testing of the cores by
using virtual TAM technique. However, the test scheduling
problem for the multi clock domain SoCs is not addressed
in these literatures.

To the best of our knowledge, this paper gives a
first discussion and a formulation of the core-internal test
scheduling problem for multi-clock domain SoCs. We
present a wrapper and TAM design for multi-clock domain
SoCs and propose a test scheduling algorithm to minimize
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test time under power constraint. In the proposed method,
we use virtual TAM for each core to solve a frequency gap
between each core and a given ATE while the approach in
[20] uses a virtual TAM for each test bus (i.e., all the cores
assigned to the same test bus must be tested at the same fre-
quency). Therefore, the proposed method in this paper has
more flexibility for the test scheduling. Moreover, we also
use virtual TAM in order to reduce the power consumption
of the cores during test while the test time of the cores re-
main the same or increase a little. Therefore, the proposed
method is effective for the power-constrained test schedul-
ing. Experimental results show the effectiveness of the pro-
posed method.

The rest of this paper is organized as follows. We dis-
cuss the power consumption and multi-clock domain SoCs
in Sect.2. Section 3 shows a power-conscious virtual TAM
technique. After formulating a test scheduling problem for
multi-clock domain SoCs in Sect.4, we present a power-
constrained test scheduling algorithm in Sect. 5. Experimen-
tal results are discussed in Sect. 6. Finally, Sect. 7 concludes
this paper.

2. Preliminaries
2.1 Power Consumption

Power consumption in CMOS circuits can be classified
into two categories: static power and dynamic power.
Static power dissipation is caused by leakage or other cur-
rent drawn continuously from the power supply. On the
other hand, Dynamic power dissipation is caused by out-
put switching. For the current CMOS technology, dynamic
power is the dominant source of power consumption. High
average power consumption causes structural damage to the
silicon, bonding wires or package. And if peak power con-
sumption exceeds a certain limit, designers cannot guarantee
that the entire circuit will function correctly. It is said that
average power consumption is closely related to scan opera-
tion while peak power consumption is related to capture op-
eration during test. In this paper, we only consider the power
consumption during scan operation defined as follows.

First, the energy E(k) consumed in the circuit on appli-
cation of consecutive two test vectors (Vi_;, Vy) is defined
as follows [25].

E() =1/2-¢o- Vi > -Sik) - Fi (1)

where ¢ is the circuit’s minimum parasitic capacitance, Vpp
is the power supply voltage, S;(k) is the number of switch-
ings provoked by V; at node i, and F; is the number of fanout
at node i. Let N be the number of clock cycles for scan op-
eration. The total energy consumed in the circuit during the
scan operation is defined as follows.

N

B = 1/2-¢o-Vip- " > -8ik) - Fi 2)

k=1
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Fig.1  Multi-clock domain SoC.

Let T be the clock period during scan operation (i.e., a fixed
value for T is used during scan operation). Then, the peak
power P,qq; corresponds to the highest energy consumed
during one clock period divided by T as follows.

Ppear = max(E(k))/T 3)

The average power P, corresponds to the total energy di-
vided by the scan shift time as follows.

Pae = Etotal/(N ' T) (4)

The scan frequency f is defined by f = 1/T. Therefore,
power consumption during scan operation is proportional to
the scan frequency.

2.2 Multi-Clock Domain SoCs

This section describes the formal notation we use to model
the multi-clock domain SoC under test. An example of an
SoC is shown in Fig. 1 where each core is wrapped to ease
test access. Test pattern source and test response sink are
implemented off-chip as an ATE. We assumed that an SoC
consists of scan-designed cores and each core has single
clock frequency during scan operation (i.e., single clock fre-
quency during test data propagation from ATE to the core
and from the core to ATE). This assumption is practical
even for cores with multiple clock domains. For example,
in [21], [26], the authors use single clock frequency during
scan in/out operations while multiple clocks are used during
capture operation to test delay faults in the circuits with mul-
tiple clock domains. In multi-clock domain SoCs, the clock
frequency during scan in/out operation for a core can be dif-
ferent from that for other cores because each core has its
own scan chain design and the requirement and limitation
for the scan in/out frequency can be different from others.
In this paper, we consider multi-clock domain SoCs where
each core has single clock frequency during scan in/out op-
eration while the frequency during scan in/out operation can
be different between cores. In the sequel of this paper, we
use the term “test frequency” as the clock frequency during
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scan in and out. The multi-clock domain SoC can be mod-
eled as MCDS = (C, P,,4x) Where:

Pax : maximum allowed power consumption;
C ={cy,ca,...,cy}1s a set of cores;
Each core ¢; € C is characterized by

finax(c;) : maximum test (scan) frequency;
power(c;) : power consumption at f,,(c;);
atspeed : at-speed test requirement;

R; ={ry,rn, ...} is a set of wrapper designs;
Each wrapper design r;; € R; is characterized by :

— pin(r;;) : number of pins required to test;
— cycle(r;;) : number of clock cycles required
to test;

For each core, a maximum test frequency and a power
consumption at the frequency are given. Each core also
has an information about the requirement of at-speed test-
ing. atspeed(c;) = yes means that ¢; must be scanned in/out
at fuax(c;) (i.e., the test frequency affects test quality, and
we cannot change it for test scheduling). atspeed(c;) = no
means that ¢; can be scanned in/out at f,,,.(c;) or lower fre-
quencies (i.e., the test frequency does not affect test quality,
and we can decrease it for test scheduling). Moreover, each
core has a wrapper list that consists of possible wrapper de-
signs for the core. Each wrapper design has the number of
test pins and the number of clock cycles required to test the
core with the wrapper design. The test time for ¢; operating
at fqx(c;) can be calculated as cycle(c;) | fnax(Ci)-

3. Virtual TAM for Power Minimization

In multi-clock domain SoCs, there exist clock frequency
gaps between the given ATE and cores during test. The
frequency gaps between ATE and cores can be solved by us-
ing virtual TAM techniques [19] based on bandwidth match-
ing [18]. Virtual TAMs are based on the following equation
between the TAM width and operating frequency.

Wirg - fare = Wiy, - f(ci) (5)

where Wy, and W7, are the ATE channel width and
the TAM width assigned to core c;, respectively, and farg
and f(c;) are the ATE channel frequency and core test fre-
quency (= virtual TAM frequency) respectively. When f(c;)
is higher than fy7r shown in Fig. 2 (a), we insert a test data
multiplexing (TDM) circuit between ATE outputs and the
core inputs, and multiplex [f(c;)/fare] - m TAM wires at
farg into m virtual TAM wires at f(c;). On the other hand,
when f(c;) is lower than farg shown in Fig. 2 (b), we insert
a test data de-multiplexing (TDdeM) circuit between ATE
output and the core inputs, and de-multiplex n TAM wires
at furg into [n - farg/f(c;)] virtual TAM wires at f(c;). To
observe test responses, we need to insert TDM/TDdeM be-
tween the core output and ATE inputs in the similar fashion.

In [19], it is observed that virtual TAMs have the fol-
lowing two characteristics. First, TDM and TDdeM are im-
plemented using parallel-in/serial- out registers at the inputs
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of the cores and serial-in/parallel-out registers at the outputs
of the cores. Therefore, the hardware cost is relatively low
compared to the area of the core itself. Second, since the
TDM and TDdeM used for implementation are placed next
to the cores, only the original TAM wires are routed through
the SoC. Thus, the routing cost is also low.

In this paper, we also utilize the virtual TAM technique
to reduce power consumption of a core while the test time
remains the same or increases a little. From the Egs. (3) and
(4), we observe that the power consumption of a core during
test can be reduced by lowering its test frequency. How-
ever, this increases test time of the core proportionally to
the power reduction ratio. Here, we insert TDdeM/TDM
circuits between the ATE and the core. Then, more vir-
tual TAM wires become available for the core, and test time
can be reduced. In the best case, we can reduce the power

{f(q)

—‘ xm bits m bits
ATE

>

ATE : core ¢;

P

Sare _| |_| l_l |_| TDM _”_”_”_l fc)
(@) fare < f(c).

7 bits \‘f“; X nJ bits

v VW

ATE core ¢;

fre JUULN ™DdeM _[1LT1LI1LIT fte)
(b) fare > f(cp).

Fig.2  Test data multiplexing/de-multiplexing.

Table 1  An example of power-conscious virtual TAM for core23 in
p93791 (fare=200 MHz).
[f(core23) f(core23)
=200 MHz =100 MHz test time
TAM VTAM time VTAM time increase
(bits) (bits) (us) (bits) (us) (%)
1 1 | 9184.59 2 | 9185.95 0.01
2 2 | 4592.98 4 | 4754.04 3.51
3 3 | 3063.09 6 | 3177.19 3.72
4 4 | 2377.02 8 | 2408.74 1.33
5 5 | 1838.79 10 | 2006.89 9.14
6 6 | 1588.60 12 | 1607.39 1.18
7 7 | 1387.67 14 | 1569.79 13.12
8 8 | 1204.37 16 | 1205.54 0.10
9 9 | 1022.20 18 | 1205.54 17.94
10 10 | 1003.45 20 | 1203.19 19.91
11 11 972.90 22 | 1142.09 17.39
12 12 803.70 24 806.04 0.29
13 13 802.52 26 806.04 0.44
14 14 784.90 28 806.04 2.69
15 15 614.49 30 806.04 31.17
16 16 602.77 32 803.69 33.33
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consumption for a core without an increase in test time by
using the above power-conscious virtual TAM technique.
In this paper, we assume that the power consumption of
TDM/TDdeM circuits is negligible from the above obser-
vation in [19].

Table 1 shows an example of the power-conscious vir-
tual TAM. In this example, we consider the wrapper design
for core23 in p93791 from ITC 02 SoC benchmarks [27].
Columns “time” show the test time for the core when the
clock frequency of ATE is 200 MHz. For each TAM width,
we can achieve 50% power reduction by decreasing the fre-
quency from 200 MHz to 100 MHz. On the other hand, test
time increases by only a few percent in some cases while the
other cases increase test time by 10 to 34%. We can observe
similar trends for other cores in other SoC. Therefore, for
power-constrained test scheduling, test time can be reduced
if we select a test frequency for each core effectively.

4. Problem Formulation

We formulate the power-constrained test scheduling prob-
lem for multi-clock domain SoCs P,,.ss that we address in
this paper as follows.

Definition 1: P,,.45: Given a multi-clock domain SoC
MCDS , the number of available test pins W,,,, and the clock
frequency of ATE fyrr, determine a wrapper design ri** and
test frequency f(c;) for each core ¢; and a test schedule such
that

1. the total number of test pins used at any moment does
not exceed W4y,

2. the total power consumption used at any moment does
not exceed P,

3. each core satisfies at-speed test requirement (i.e., if
atspeed(c;) = yes, c¢; must be tested at f,..(c;). Oth-
erwise, ¢; can be tested at frequencies lower than

fmax(ci))v and
4. the overall SoC test time is minimized. ]

5. Scheduling Algorithm

This section presents a heuristic algorithm for P,,.;. The
outline of the proposed algorithm is shown in Fig. 3.

Step 1: Testability Analysis
First, the algorithm checks whether there is a solution for
a given problem instance (Line 1). For a core ¢; such
that atspeed(c;) = yes, we cannot change the test fre-
quency fuax(c;) and power consumption power(c;) during
test. Therefore, there is no solution under the given P, if
power(c;) exceeds P,,.. Moreover, we have no solution if
the ATE cannot provide enough bandwidth for ¢; to test at
fnax(ci). Now, we summarize the conditions as follows.

For each ¢; € C such that atspeed(c;) = yes, if ¢; can-
not satisfy the following both two conditions, there is no so-
lution and the algorithm exits. Otherwise, it moves to Step 2.
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Procedure: S chedule(MCDS, W,ux, Paxs fATE)

/* Step 1 %/
1: Do testability analysis;
/* Step 2: Lower Bound Calculation */
2: Compute lower bound 77, on core test time for each ¢;;
3: Compute lower bound 75 on SoC test time;
/* Step 3: Determine Wrapper Design and Test Frequency */
4: for each core ¢; € C do

5:  Determine wrapper design r"" and test frequency f(c;);
6: end for
/* Step 4: Test Schedule at Time 0 */
7: Set Wo = Woaxs Po = Poax, S = C;
8: while S # ¢ do
9: Select ¢; from S in the descending order based on Tz;g;
10: if T}% > T15/IC| AND pin(r') - f(c;)/ fare < Wo AND
power(ci) : f(ci)/fmax(ci) < PO then
11: Schedule ¢; at time 0 with wrapper design r/* and test
frequency f(c;);
12: Update Wy, Ppand set S =S — {c;};
13: else
14: goto line 17;
15: end if

16: end while
/* Step 5: Remaining Power/Pin Distribution */
17: if Py > O then
18: Do remaining power distribution;
19: end if
20: if Wy > 0 then
21: Do remaining pin distribution;
22: end if
/* Step 6: Test Schedule for Remaining Cores */
23: while S # ¢ do
24: Select ¢; from S in the descending order based on Tz"B;
25 Find a start time s, wrapper design 7" and test frequency
f(c;) such that the end time of ¢; is minimized;
26: Schedule ¢; at time s and set S = S — {¢;};
27: end while

Fig.3  Outline of the proposed algorithm.

Poax = power(c;), and (6)
Winax * fATE 2 Hljin{pin("ij)} * fmax(ci) (N

Step 2: Lower Bound Calculation

The authors in [8] proposed an architecture independent
lower bounds on core and SoC test time. In this step (Line
2-3), similar lower bounds are calculated for use in the later
steps. First, we calculate a lower bound T7', on test time of
each core c; as follows.

. cycle(r")
= Jmax(ci)

where /"™ is the wrapper configuration of ¢; such that
pin(r"**) is maximum and r{"** satisfies the following con-
dition.

®)

Pin(r;mx) * Jmax(€i) £ Wiax - fare )

Then, we calculate a lower bound 75 on SoC test time as
follows.
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TotalDat
T1p = max [max({T;’ ola’rata ) (10)

} -
LB Wmax : fATE

where TotalData = ¥; pin(r™) - cycle(r™") and r" is the
wrapper configuration of ¢; such that pin(r{"") is minimum.

Step 3: Determine Wrapper Design and Test Frequency
Main idea in this step (Line 4-6) is to lower the test fre-
quencies of cores which are not required to test at-speed in
order to increase test concurrency for power-constrained test
scheduling in the next step. For each core c;, we determine a
wrapper design 7/ and an integer frequency division factor
me, such that

test) . Me;

(1) Trg = cycle(r; _—
L Y ﬁnax(ci)

) . fmax(ci) ,
fmax(ci)

Ci

(ii) Wiax 'fATE > Pin(rlt'e‘“

(ii1) Ppax = power(c;) -

(iv) m¢, = 1 if atspeed(c;) = yes,
otherwise, m,, is maximized, and
(v) pin(ri¢"") is minimized subject to (iv).

Test frequency f(c;) for ¢; is determined as follows.

f(ci) — ﬁnax(ci) (11)
m

Ci
In this paper, we assume that the frequency division factor
me, is an integer. However, to simplify the hardware im-
plementation we can limit m,., as two’s exponent or user-
specified frequency set.

Step 4: Test Schedule at Time 0
This step determines test schedule at time O (Line 7-16).
First, we initialize the available power consumption P,
available test pins W, at time O and the set of unscheduled
cores S (Line 7). Then, we sort cores in the descending or-
der based on TZ;3 (Line 9). After that, we schedule a core ¢;
in the above order at time 0 with wrapper r**’ and test fre-
quency f(c;) (Line 11), and update the corresponding vari-
ables (Line 12). This process is repeated until all cores are
scheduled or ¢; cannot satisfy the conditions at Line 10. The
condition TZ"B > Trp/|C| can prevent us from scheduling
cores with small amount of test data to time 0. Instead of
scheduling such small cores at time 0, next step tries to re-
duce the test time of the cores scheduled in this step by dis-
tributing the remaining available power and test pins.
Figure 4 shows a current test schedule generated after
Step 4. In Fig. 4 (a), the horizontal axis denotes the test time,
and the vertical axis denotes the power consumption used in
each test time. In Fig. 4 (b), the horizontal axis denotes the
test time, and the vertical axis denotes the number of test pin
used in each test time.

Step 5: Remaining Power/Pin Distribution at Time 0
There exists a case where Py (available power consumption
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at time 0) does not reach O after Step 4 as shown in Fig. 4 (a).
This is because Step 4 terminates when one of the three con-
ditions in Line 10 cannot be satisfied. In this step (Line
17-19), we find a core ¢; with longest test time among the
currently scheduled cores such that

Q) me, > 2, (12)

! - L), and (13)

me, —1  mg

(ii) Py = power(c;) - (
max > Power(ci)

2 7 mg -1

If there exists such a core ¢;, we update m,, to m., — 1,
and reduce the test time of ¢; by increasing f(c;) accord-
ing to Eq. (11) while satisfying power constraint by Eq. (13).
Equation (14) can prevent one core from dominating power
consumption, and help us to increase the test concurrency
when the remaining cores are scheduled in next step (Step
6). This process is repeated while both of the following two
conditions are satisfied.

1. Pp>0,and
2. there exists a core that satisfies all three Eqgs. (12), (13)
and (14).

o P
(ii1)

(14)

Figure 5 (a) shows a result where we apply this process to
the current schedule generated after Step 4 shown in Fig. 4.
In this example, frequencies for core 2, 3, 4 and 6 are in-
creased. Consequently, the test time for these cores are re-
duced.

Similarly, there exists a case where Wy (available test

power #pin
P g TLB I/Vm(/.\' TLB
__________________ . e,
1 1
1 1
: core 4 | |
1
core 4 | 1 core 2 | |
core 2 ] 1 1
1 1
core 9
core 9 H | '
1 core 6 | 1
core 6 | 1
core 3 It core 3 i
0 test time 0 test time

(a) Power vs test time. (b) Pin vs test time.

Fig.4  Test schedule after Step 4.

power

max.

0 test time 0
(a) Power vs test time after re-
calculating test frequencies.

test time
(b) Pin vs test time after re-
design wrappers.

Fig.5  Test schedule after Step 5.
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pins at time 0) does not reach 0 after Step 4. In this case, we
find a core ¢; with longest test time, then assign 1 test pin to
c¢; and reduce the test time. This process is repeated while
Wy > 0 (Line 20-22). Figure 5 (b) shows a result where we
apply this process to the current schedule corresponding to
Fig.5 (a).

Step 6: Test Scheduling for Remaining Cores

This step determines test schedules for the remaining un-
scheduled cores based on BFD heuristic. First, we pick
a core ¢; in the descending order based on TZQ; (Line 24).
Then, we find a start time, wrapper design 7/’ and test fre-
quency f(c;) for ¢; such that the end test time of ¢; is mini-
mized as follows (Line 25).

1. Let S be a set of start time candidates that consists of
the end time of scheduled cores in the current sched-
ule. For each candidate s € S, we calculate available
power consumption P, and available test pin W from
the current schedule.

2. For each candidate s € S,

a. Select a highest test frequency f;(c;) such that
fs(ci) <P,
ﬁnax(ci)

b. Select a wrapper design /" such that

() pin(ri&") - fi(ci) < W - fare and,

(ii) pin(ri’") is maximized.

c. Calculate the end time #; ; when ¢; starts its test at

time s with wrapper ¢ at frequency f(c;).

i,s

(i) power(c;) -

rest
i,s

3. Schedule ¢; at time s with wrapper r
fs(c;) such that

at frequency

(1) t;s is minimized,
(ii) the test of ¢; does not overlap the tests of cores
already scheduled in the current schedule.

Figure 6 shows an example of the test scheduling for core
5. Here, a set of start time candidates S consists of five
elements: sy, 52, 53, S4, 55. For each candidate s € S, we cal-
culate a end time #5 ; by determining a test frequency f;(cs)

#pin
Is3
Wmax ___________
core4 o 15,
core 2 S5 t5.2
coed g, < | cores
core 6 ‘ schedule based on BFD
Sy
core 3 S5 Isq 155
0 test time

Fig.6  An example of test scheduling for core 5.
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and a wrapper design ¥

s shown as a rectangle in Fig. 6. In
this example, core 5 is scheduled to start its test at time s4
with a wrapper rg‘fff at frequency f4(cs) since the end time
t5.4 has a minimum value.

This process is repeated until all the remaining cores
are scheduled (Line 23-27). Finally, we can get a complete

test schedule.
6. Experimental Results

In Sect. 6.1, we show experimental results for multi-clock
domain SoCs with power constraints. Section 6.2 presents
experimental results for single-clock domain SoCs with
power constraints (“d695” and “h953” from ITC’02 SoC
benchmarks [27] because only these two SoCs have power
information in the benchmarks) in order to show the effec-
tiveness of our approach compared to previous works. All
the experimental results can be obtained within 0.1 sec. on a
SunBlade 2000 workstation (1.05 GHz with 8 GB RAM).

6.1 Results for Multi-Clock Domain SoCs

Since there exists no approach that has tackled the test
scheduling problem for multi-clock domain SoCs, it is dif-
ficult to compare with previous works. We have decided
to analyze the trade-offs of the proposed method in terms
of the number of available test pin, the clock frequency of
ATE, maximum allowed power consumption and test time
for two multi-clock domain SoCs. Table 2 shows the multi-
clock domain SoC MCDS used in this experiment. This
SoC consists of 14 cores. First 10 cores are from “d695”
in ITC’02 SoC benchmarks [27]. “flexible( > 2)” in col-
umn “wrapper list” denotes that we can design any wrap-
per (wrapper with any number of test pins) by the proce-
dure proposed in [3], [4]. We use the same power consump-
tion shown in [14], and assume that f,,,,(c;) = SOMHz and
atspeed(c;) = no for these 10 cores. The wrappers for core
11 and core 12 are already designed (i.e., 64 wrapper pins
and 472 test cycles for core 11, 32 wrapper pins and 782 test
cycles for core 12, respectively). We assume that these two

Table 2  An multi-clock domain SoC MCDS ;.

core at-speed wrapper list test freq. | power
requirement (pins) (MHz) (unit)

1 no flexible( > 2) 50 660
2 no flexible( > 2) 50 602
3 no flexible( > 2) 50 823
4 no flexible( > 2) 50 275
5 no flexible( > 2) 50 690
6 no flexible( > 2) 50 354
7 no flexible( > 2) 50 530
8 no flexible( > 2) 50 753
9 no flexible( > 2) 50 641
10 no flexible( > 2) 50 1144
11 yes fixed (64) 100 480
12 yes fixed (32) 200 940
13 no flexible( > 2) 20 212
14 no flexible( > 2) 25 345
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Table 3  Test time results [us] for multi-clock domain SoC MCDS 1 (1 < m,; < 8).
Wma)r
32 pin 64 pin 128 pin
Casel Case3 TrB Casel Case3 Tip Casel Case3 TrB
fATE Pax me; = Mme; = 1 me; = me; = 1 me; = me; = 1
integer integer integer
(diff1) (diff1) (diff1) (diff1) (diff1) (diff1)
1000 637.13 UT 632.41 uT 632.41 uT
200 MHz 2000 325.29 375.65 301.08 321.52 301.08 321.52
(15.5 %) (6.8 %) (6.8 %)
3000 312.09 318.73 295.27 204.20 209.42 204.20 204.20 209.42 204.20
2.1 %) (-5.4 %) (2.6%) (0.0 %) (2.6 %) (0.0 %)
1000 UT UT 637.13 uT 632.41 uT
100 MHz 2000 UT UT 325.29 375.65 301.08 321.52
(15.5 %) (6.8 %)
3000 UT UT 312.09 318.73 295.27 204.20 209.42 204.20
2.1 %) (-5.4 %) (2.6 %) (0.0 %)
1000 UT UT UT UT 637.13 UT
50 MHz 2000 UT UT UT UT 325.29 375.65
(15.5 %)
3000 UT UT UT UT 312.09 318.73 295.27
2.1 %) (-5.4 %)
Table 4  Test time results [us] for p93791 when fyrp = 50 MHz (1 < m; < 8).
mﬂ{l)(
32 pin 64 pin 128 pin
Casel Case2 Case3 Tip Casel Case2 Case3 Tip Casel Case2 Case3 Trp
Pax me; = me; =25 me; =1 me; = me; = 2% me; =1 me; = me; = 2% me; =1
integer integer integer
(diff1) (diff1) (diff1) (diff1) (diff1) (diff1) (diff1) (diff1) (diff1)
15000 36385 36430 UT 20381 20506 uT 9712 10562 uT
(0.1 %) (0.6 %) (8.8 %)
30000 36227 36227 36511 19086 19992 20430 9604 10033 10401
(0.0 %) (0.8 %) 4.7 %) (7.0 %) 4.5 %) (8.3 %)
50000 36227 36227 36480 34988 18420 19992 20411 17494 9444 9903 10401 8747
(0.0 %) 0.7 %) (3.4 %) (8.5 %) (10.8 %)  (-5.0 %) (4.9 %) 10.1 %)  (-7.4 %)

cores are tested at higher frequencies than other cores, and
atspeed(c;) = yes. Core 13 and core 14 are copies of core
7 and core 5, respectively. However, we assume that these
two cores are tested at lower frequencies than other cores.
Table 3 shows test time results when firg = 200 MHz,
100MHz and 50 MHz for MCDS ;. We did experiments
for the following three cases with respect to the integer fre-
quency divisor m,, used in the proposed algorithm: (1) m,,
is integer, (2) m,, is 2’s exponent and (3) m,, = 1 (i.e., it is
the same as the case we set atspeed(c;) = yes for all cores).
However, the results for Case2 are identical for Casel and
we did not include in the table. Column “T;p” denotes the
power-independent theoretical lower bound on test time de-
fined by Eq.(10). In this table, the test time results are
shown as “usec.” and the number in parentheses denotes
the test time increase relative to Casel. “UT” denotes that
there exists no solution for the given parameters. In this
SoC, since core 11 should be tested at 100 MHz with 64
pins, we observe that there exists no solution for three cases:
1) fare = 100MHz and W,,,, = 32, 2) farg = SOMHz and

Winax = 32, and 3) fiyrg = SOMHz and W,,,, = 64. We
also observe that test time depends on the product of firg
and W,,,,. Therefore, when we use a high speed ATE, we
can test SoCs with small number of test pins. On the other
hand, even when we use a low speed ATE, we can achieve
the same test time by using more test pins. From this re-
sults, the designer can decide the number of test pins and
the speed of the test pin considering the total cost for them.
Moreover, we can observe the effectiveness of lowering test
frequencies by comparing Casel with Case3. We can obtain
savings in test time up 15% by lowering test frequencies.
The difference from power-independent lower bound 7' 5 is
at most only 5.4% when Py, = 3000. Therefore, we can
say that the proposed heuristic algorithm is effective and ef-
ficient.

Table 4 shows the test time results for another multi-
clock domain SoC p93791 from ITC’02 SoC bench-
marks [27] when fyrr = 50 MHz. As the original bench-
mark SoC do not have any data related to power consump-
tion, we used the following settings for each core ¢; : (1)



IEICE TRANS. INE. & SYST., VOL.E91-D, NO.3 MARCH 2008

754
Table 5 Test time results (# cycles) for single-clock domain SoCs.
Wmax

SoC Pax 32 pin 64 pin 128 pin
3D[14] [ EA[I5] [ proposed 3D[14] | EATI5] [ proposed 3D[14] | EA[I5] [ proposed
d69s 1000 NA NA 44528 NA NA 27482 NA NA 24707
1500 45560 - 42981 27573 - 22690 16841 - 16239
2000 43221 - 42632 24171 - 21838 14128 - 12753
2500 43221 - 42564 23721 - 21616 12993 - 11180
h953 5x 107 NA NA 119357 NA NA 119357 NA NA 119357
6x10° 122636 | 122636 119357 122636 | 122636 119357 122636 122636 119357
7 x 107 119357 | 119357 119357 119357 | 119357 119357 119357 | 119357 119357

Sfinax(ci) = S0 MHz, (2) atspeed(c;) = no and (3) power(c;)
is the total number of scan FFs in ¢;. If we limit m,, to 2’s ex-
ponent, test time is increased up to 8.8%. Test time is further
increased up to 10.8% by limiting m,, to 1. Finally, the dif-
ference from T p is at most only 7.4% when P, = 50000,
and it shows the effectiveness and efficiency of the proposed
algorithm.

6.2 Comparison with Other Approaches

In order to show the effectiveness of our approach com-
pared to previous works, we present experimental results for
the single-clock domain SoCs with power constraint. We
use “d695” and “h953” from ITC’02 SoC benchmarks [27]
as the single-clock domain SoCs by assuming that fyrp =
50MHz, and f.(c;) = S0MHz and atspeed(c;) = no
for all core ¢; € C. This is because only these two SoCs
have power information in the benchmarks (for “d695”, we
use the same power consumption shown in [14]). Table 5
shows the test time results of the proposed method and the
previous power-constrained approaches [14], [15] which are
applicable only to the single-clock domain SoCs. In this
table, test time results are shown as the number of clock
cycles at S0 MHz. “NA” denotes that the approach is not
applicable for the constraint. “-” denotes that no result is
shown for the constraint in the approach. For d695, we ob-
serve that the proposed approach can achieve a 6.9% reduc-
tion in average test time compared to [14]. For h953, we
observe that the proposed approach can achieve the lower
bound (119357) on the SoC test time [8] under all power
constraints. Moreover, in both SoCs under tight power con-
straints (P = 1000 for d695, Py = 5 X 10° for h953),
only the proposed method can provide a solution. This is
because only the proposed method can lower the test fre-
quencies and reduce the power consumption during test.
From these results, we conclude that the proposed power-
conscious virtual TAM technique and test scheduling algo-
rithm are effective.

7. Conclusions

This paper has proposed a power-constrained test schedul-
ing method for multi-clock domain SoCs. To the best of our
knowledge, a test scheduling problem for multi-clock do-
main SoCs has been addressed and formulated for the first

time in this paper. Moreover, we have proposed a technique
to reduce power consumption of cores during test while the
test time of the cores remain the same or increase a little
by utilizing virtual TAMs. The experimental results showed
that the proposed test scheduling method can achieve short
test time compared to the previous power-constrained test
scheduling methods.
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