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Abstract—This paper presents a novel failure prediction tech-
nique that is applicable for system-on-chips (SoCs). Highly
reliable systems such as automobiles, aircrafts, or medical equip-
ments would not allow any interruptive erroneous responses
during system operations, which might result in catastrophes.
Therefore, we propose a failure prediction technique that can be
applied during an idle time when a system is not working, such
as power-on/-off time. To achieve high reliability in the field, the
proposed technique should take into consideration various types
of aging mechanisms and the testing environment of voltage and
temperature which is uncontrollable in the field. Therefore, we
propose: 1) an accurate delay measurement technique considering
the variation due to voltage and temperature and 2) an adaptive
test scheduling that gives more test chances to more probable
degrading parts. Experimental results show the required memory
space and area cost for implementing the proposed technique.

Index Terms—Design for testability, reliability, testing VLSI.

I. INTRODUCTION

T RANSISTOR aging have been known as troublesome
phenomena in the deep sub-micrometer process. It is well

known that an aging results in performance degradation and a
failure [1]–[4], especially in applications requiring high field
reliability, such as automobiles, aircrafts, medical equipments,
or power plants, in which performance degradation and a
failure are life-threatening. Accordingly, a failure prediction
technique with a thorough analysis of aging mechanisms is
strongly required.
Negative bias temperature instability (NBTI), hot carrier

injection (HCI), electro migration (EM), stress migration (SM),
and time dependent dielectric breakdown (TDDB) are the main
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Fig. 1. Different types of delay increase.

aging mechanisms. NBTI, which is the dominant one in the
latest process technology, causes threshold voltage degradation
in a pMOS transistor stressed with negative-biased gate volt-
ages over a couple of decades [5]. HCI, which increases the
threshold voltage of an nMOS transistor under a source-drain
voltage stress, causes gradual delay degradation like NBTI. EM
and SM, which respectively occur due to an excessive current
density stress or an excessive structural stress, lead to open or
short faults. These phenomena cause a sudden delay increase
or a failure. TDDB, in which continuous stresses to a gate
oxide-film causes the insulating film breakdown, results in slow
delay degradation up to a certain point and causes a sudden
delay increase or a failure as shown in Fig. 1 [6]. However,
delay variations are caused not only by aging mechanisms
but also by variations of environmental conditions such as
voltage and temperature. Accordingly, profiling voltage and
temperature is needed for accurate delay measurement [6].
In this paper, we focus on an aging test for system-on-chips

(SoCs) in systems that require high-reliability. Many systems
require hard real-time responses to meet the real-time require-
ments. Then, during normal operation, an interruptive operation
may not be allowed. Therefore, we utilize power-on/-off time
to apply our aging test scheme. Like the existing failure pre-
diction techniques in the next section, the proposed aging test
scheme performs a test scheduling, controls the test clock, and
reports aging test results to the system. However, our proposed
test strategy can be differentiated from the existing techniques
in the following respects:
1) various types of delay degradation are detected or pre-
dicted;

2) an accurate delay measurement is conducted by referring
to the measured voltage and temperature;

3) based on the amount of aging delay shift of each part-
under-test (PUT; a core or a group of gates or paths), the
proposed method can dynamically adapt a test schedule so
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that a PUT with larger amount of delay shift can be tested
more often to reduce the possibility to miss a failure.

The proposed strategy can be applied for cores in idle during
normal operation of the SoC. However, for cores which are too
busy to go in a test mode or for systems which need to contin-
uously work for a long time once they are turned on, a backup
circuit or system is required.
The rest of this paper is organized as follows. Section II re-

views related works. We present the aging test architecture with
the test flow for aging prediction in Section III and our adaptive
aging test scheduling scheme in Section IV. Experiment results
are given in Sections V and VI concludes this paper.

II. RELATED WORK

Most of the transistor aging mechanisms can be observed
by measuring delay shift. F. Ahmed and L. Milor [7] proposed
a scheme to measure delay of selected paths where paths in
a chip are converted into ring oscillators in test mode with
additional hardware. M. Agarwal et al. [8], [9] and T. Nakura
et al. [10] designed aging sensors checking whether the signal
transition of the combinational logic output occurs out of the
guard-band time interval. These techniques enable aging to
be observed concurrently during normal operation by directly
checking aging of actual data paths during normal operation.
However, the sizes of the sensor [8], [9] and the flip-flop [10]
are large. As an online self-test architecture, Y. Li et al. [11]
introduced the concurrent autonomous chip self-test using
stored test patterns (CASP) which performs online testing
using the test patterns pre-stored in a non-volatile memory in
the system. Y. Li et al. [12] also used CASP to test uncore
components such as cache controllers, DRAM controllers,
and I/O controllers. When an uncore component goes in test
mode, they try to minimize performance impact by enabling
other components with the similar functionality or a backup
function block to accomplish the function instead of the un-
core component. They used an ordinal scheduling of CASP,
where each core or uncore component is selected and tested
in a round-robin manner. However, a simple hardware-level
static round-robin scheduling method cannot give cores many
chances of test because the hardware scheduler simply waits
until the next core becomes idle. Therefore, in [13], they applied
the higher-level online scheduling support techniques such as
virtualization-assisted concurrent autonomous self-test (VAST)
[14] and CASP-aware OS scheduling [15]. They took the
unavailability of cores into consideration, thereby attempting
to test each core as often as they can as well as minimizing
the impact on application performance. O. Khan et al. [16]
proposed a method that is more tightly connected to the OS.
A functional test that measures the maximum frequency
and minimum voltage is applied at checkpoints that
OS controls. As the device ages, system performance is tuned
with a dynamic frequency or voltage control. However, they do
not measure the amount of delay degradation.
We presented a circuit failure prediction mechanism named

DARTwhich stands for degrade factor, accuracy, report, and test
coverage [6], [17]. In this paper, we propose detailed techniques

to realize DART such as a delay measurement methodology and
a test scheduling and show some experimental data regarding
area cost.

III. AGING TEST ARCHITECTURE

A. Architecture Overview

Fig. 2 shows the proposed aging test architecture. In this SoC
model, there are multiple cores including one or more processor
cores and memories. In our test scheme that utilize system’s
vacant time such as power-on/-off time, test patterns have to
be preloaded on a memory [e.g., read only memory (ROM) or
non-volatile memory (NVM)]. However, in a memory, available
data volume to hold the entire test patterns is limited. In order to
reduce the data volume of test patterns, an aging path selection
[18], [19] or a test compression technique is needed [20].
Available vacant time varies frommilliseconds to seconds ac-

cording to the systems. Therefore, we divide the entire test pat-
terns so that one or more small test pattern sets (TPSs) can be
applied and their results can be observed within a limited test
time.When the system enters a test mode, the SoC test controller
selects the next TPSs and transfers them to cores-under-test
(CUTs). Then, each core test controller enables its core test com-
ponents, such as the decompressor, the compactor, and the test
clock generator. The test clock generator has a delay logic so
that capture timing can be adjusted which is shown in the next
subsection. During normal operation or production test, the core
functional clock or SoC test clock will be bypassed to the core
logic. When a test with a TPS is completed, the test and mea-
surement results are transferred to the SoC test controller. The
results will include the voltage and the temperature as well as the
measured delay. The SoC test controller collects the information
and analyzes them to figure out whether or not the PUT is aged.
If the internal memory is too small to record the test results, an
external memory may be used. Basically, the test infrastructure
such as test access mechanisms (TAMs) and test wrappers are
reused for aging test. However, since the normal operation is
not conducted during a power-on/-off time, the functional inter-
connects can be used with modification of the protocol interface
logic. For the case where the functional state of the CUT needs
to be recovered after testing, an additional memory space or a
shadow scan chain to hold the core state is required.

B. Test Strategy for Aging Prediction

In order to measure the minimum test timing at which the
test for a PUT is passed, we use a launch timing shift technique
(e.g., on-die clock shrink (ODCS) [21]), as shown in Fig. 3. In a
launch timing window, there are several steps of the launch-to-
capture period (LCP) from the shortest one, , to the
longest one. We define an LCP which is selected for a delay
test as . During the test mode, the minimum ,
at which a delay test for the PUT is passed, is found and re-
ported. As aging goes on, the minimum increases grad-
ually. The aging delay increase of each PUT is analyzed using
the recorded test results and the minimum by SoC test
controller in Fig. 2. , the interval between two adja-
cent LCPs, and the number of LCP levels (from to
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Fig. 2. SoC aging test architecture.

Fig. 3. Launch timing window.

) are decided by the possible clock resolution in the
SoC.
Delay variation is caused not only by aging mechanisms but

also by environmental conditions such as voltage and temper-
ature variations. Fig. 4 shows an example of simulation for a
delay variation of 27-state ring oscillator according to voltage
and temperature variations using TSMC 0.18- m parameters.
Variety of voltage/temperature sensors have been proposed
[22]–[24]. Selecting proper sensors, their sizes, accuracy, and
design cost will be important issues. We assume that ring
oscillator-based sensors and the thermal-aware test patterns
[25], which minimize the spatial temperature variation when
test patterns shift in scan-chains, are used. In order to remove a
hazard or glitches which may be created during delay measure-
ment, hazard-free robust test patterns [26] can be used.
Fig. 5 is the proposed test flow to detect and predict the aging

of a PUT. In order to estimate the degree of aging due to delay
degradation, we measure minimum delays of PUTs over time.
However, since delay also varies with voltage and temperature
variations at each test mode, translation equations or lookup ta-
bles which map a measured delay to a delay at the
typical voltage and temperature are used. The
translated delay is compared to the past delay values, which are
stored in a logmemory, and the aging delay increase is analyzed.

Fig. 4. Delay variation according to voltage and temperature.

Logged test results are also used at the beginning of the test
flow to decide the initial condition of the current test. Thus, we
can avoid binary-search-like time-consuming tests [21] to find
the minimum launch-to-capture period. If equations or lookup
tables are prepared for paths, we can improve translation ac-
curacy, but too many parameters or lookup tables are required.
Therefore, by adaptively preparing a translation equation or a
look-up table for each core using a careful test element group
(TEG) analysis and applying an adaptive test, we are able to im-
prove the translation accuracy with a small memory overhead.
The test flow is able to be divided into two parts: 1) detecting

a sudden delay increase from Process 1 to 2 and 2) measuring
delay, voltage, and temperature to analyze a gradual delay in-
crease from Process 3 to 10. In this paper, a test session is de-
fined as a round of the process steps from “Start” to “End” of
the test flow. In the first process, Process 1, a selected TPS is
applied to detect a sudden delay increase using the .
When the test is passed, the next processes try to find out the
minimum . In Process 3, the initial is decided
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Fig. 5. Test flow for aging detection and prediction.

based on the voltage and temperature measured
in Process 1 and the previously measured delay. To obtain a
proper , some equations or mapping tables which com-
pute the correlation among voltage, temperature, and delay are
used. Two flags, Pass flag (Pflag) and Fail flag (Fflag), are also
initialized in Process 3. The two loops, Process 4, 5, and 6 and
Process 4, 7, and 8, try to find out the minimum , de-
creasing or increasing according to the test result in
Process 4. If the previous test was failed “1”) and
the current test is passed, then the current becomes the
minimum . On the other hand, if the previous test was
passed “1”) and the current test is failed, then the pre-
vious is the minimum . Therefore, in Process
8, the current itself is logged and in Process 9, the pre-
vious (the current LCP ) is logged.
Since gradual delay degradation goes on over time, we expect

a TPS is applied three times in one test session. The minimum
and the measured voltage and temperature

Fig. 6. Detection of a gradual delay increase.

are reported. Then, the SoC test controller translates the reported
into a delay at the typical condition and logs it in a

memory with the measured voltage and temperature. Finally,
based on the logged data, the amount of aging delay increase is
analyzed.
Fig. 6 shows detection of a gradual delay increase of a PUT.

The -axis is the translated delay that is delay under typical
temperature and voltage. During life cycle of the product, we
apply test to the same PUT periodically. At every test, we find
the minimum that is the minimum LCP where the
test is passed, and then it is translated into an that is
a delay under a typical temperature and voltage. The figure
plots the minimum for several tests. After capturing
the minimum , we analyze an amount of aging, and if
the is greater than or equal to some warning point, an
error is reported.

IV. ADAPTIVE AGING TEST SCHEDULING SCHEME

We use a degree of aging-based weighted test scheduling
where more probably aged PUTs are tested more often. In terms
of workload, once a part is aged to some degree, the part is more
likely to be aged than the other parts because a user of a system
tends to repeat a similar use (e.g., automobiles). In this section,
we introduce a degree of aging comparison method and describe
our adaptive test scheduling scheme in detail.

A. Comparison of Degree of Aging

If is the probability in one clock cycle that a pMOS con-
nected to the corresponding gate input has is
the total circuit operation time, and is a character-
istic of the NBTI effect, then the increase in the gate delay due
to NBTI aging is

(1)

where is a constant parameter and is the time 0 delay of
the gate [27]. , and are given from the design process
technology used. Therefore, (1) can be simplified to

for some constant value . Consequently,
since a logical path is a serial connection of gates, the increase
in the path delay due to NBTI aging can be obtained as
follows:

(2)
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Fig. 7. Examples of delay increases of PUTs.

where is the sum of the constant values of the gates which are
on the path. Continuously, if we let be the measured delay
of a PUT, PUT A, at , then we have

(3)

where is the initial delay (time 0 delay) of PUT A.
We use (3) to compare degrees of aging of PUTs. Fig. 7 shows

three gradual delay increases. is the delay with which the
PUTs are identified to be aged. We consider the following two
cases.
Case 1) The initial delays of two PUTs are the same, but

their delays increase with different speeds of aging
from the beginning and their amount of aging are not
switched all the way like PUT A and B.

Case 2) Two PUTs start with different initial delays, but the
delay of one with the smaller initial delay increases
faster than that of the other and its amount of aging
overpasses the other one at a certain point in time
like PUT A and C.

1) Case 1—Comparison of PUTA and PUTB: Let us assume
that we found where is the point
of time when PUT A and PUT B were tested. Then, since, from
(3) and Fig. 6

we can have

(4)

We can let and for a
constant . If we assume that PUT A and PUT B will
reach at and , respectively, then since

we can finally obtain the relationship between and as
follows:

(5)

From (5), we can say that PUT A will reach the worst case delay
times faster than PUT B, which means PUT A is much

more dangerous than PUT B. For example, if we assume
, then for .

2) Case 2—Comparison of PUT A and PUT C: Let us as-
sume that we found where is the
point of time when PUT A and PUT C were tested. Then, since,
from (3) and Fig. 6

we can have

(6)

If we assume that PUT A and PUT C will reach the worst case
delay at and , respectively, then since

we can obtain

(7)

From (6) and (7), the increased delay of PUT A is easily driven
as follows:

(8)

For a parameter and a constant
and . Then, from (7) and (8) we can finally

obtain

(11)
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Fig. 8. Tables for adaptive aging test scheduling. (a) TPS information table and scheduling table. (b) Danger list tables.

for . The parameter is always positive
and less than one because and .
Therefore, from (11) we can say PUTAwill reach the worst case
delay times faster than PUT C, which means also PUT A is
much more dangerous than PUT C. For example, let us assume
that it is estimated from . If we let

, then for . This shows that
PUT A becomes aged almost 10 times faster than PUT C.

B. Adaptive Aging Test Scheduling

We use a set of tables as shown in Fig. 8(a). The scheduling
table refers to the TPS information table. A TPS is mapped to
a core number because it covers a core or a part in a core
(i.e., PUT). For each TPS, the , the test strategy (TS),
and the danger flag (DF) are defined. The value of an
is decided by the worst case delay and the resolution of the test
clock generator. An will be mapped to a less value than
that of the . In this example, if “0”, then the TPS
is only tested with the . However, if “1”, then the
TPS is tested with the test and measurement flow in Fig. 4. In
a scheduling table, a TPS is shown at least once and the TPSs
are served in a round robin manner from the top entry to the
bottom. A TPS for a part which is expected to be vulnerable
to aging or has a heavy workload can be listed several times.
Since each part has a different speed of aging, the scheduling
table needs to be updated at times to reduce the possibility to
miss a failure. However, if there are many TPSs, then updating
the scheduling table every time delay degradation is detected
is time consuming. Therefore we use the danger flag (DF) and
danger list tables as shown in Fig. 8(b).
The DF field is used to indicate whether or not the TPS is

moved into a danger list table. Each danger list table has its own
danger level from the lowest one, Level 1, to the highest one,
Level n. The number of danger levels can be decided according
to the number of LCP levels. To give the TPSs in the higher level
danger tables more chances of testing, the period indicators are
used. The shorter the period is, the higher the danger level is.

The value of a period indicator simply increases by one every
power-on and -off time like a counter. As time goes by, some
TPSs will move to the danger list tables while the DF is set to
“1”. Then, in the scheduling table, only the TPSs of which the
DF is “0” have chances of testing. TPSs in a danger list table
are served when the period indicator is full. Once the period in-
dicator is full, TPSs in the corresponding danger list table are
served in a first-in first-out (FIFO) manner. If a danger list table
has too many TPSs to serve in a power-on or -off time, the re-
maining TPSs are first served in the next power-on or -off time.
When a test session starts, the next TPSs are selected based on
the following priority order:
1) the remaining TPSs in the danger list table which was
served in the previous test session;

2) the TPSs in the danger list table with a highest danger level
of the danger list tables whose period indicators are full;

3) in the scheduling table, the next TPSs of which DF is “0”.
Some examples of the TPS movements are also shown in

Fig. 8. According to the result of an aging analysis, a TPS can
move from the scheduling table to the first level danger table
like the TPS 9, but can jump to a two or more higher level table
like the TPS 6 if it is more aged. The TPS 4 has already been
aged and it would be shown somewhere in the danger list ta-
bles. However, TPSs are not always moved from the left to the
right. We cannot guarantee that the previous analyses are 100%
accurate because the test and measurement circuits can have an
error. Therefore, by the current analysis, a TPS can move back
from a danger list table to the scheduling table like the TPS 1 or
a lower level danger list table. When a TPS moves out of or in
the scheduling table, the corresponding DF is changed from “0”
to “1” or the other way around, respectively. In the example,
the TPS 2 and the TPS 5 are estimated that the parts covered
by them are still not aged and the TPS 7 and the TPS 3 are not
moved because they use the different test strategy with only the

.
With our test strategy and scheduling technique, it is obvious

that the proposed method will be able to make a more accurate
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TABLE I
ENVIRONMENT SETTINGS AND ASSUMPTIONS

failure prediction than a simple worst case delay test. Therefore
we estimate memory space and logic area overhead required to
implement the proposed method in Section V.

V. EXPERIMENTAL RESULTS

To estimate memory space overhead for various cases, we
used the ITC’02 SoC test benchmarks [28]. A TPS is expected
to be applied three times in a test session as described in the
Section III-B. The sizes of TPSs will vary according to the size
of the core that the TPS is applied to, the test strategy that the
TPS uses, and the number of core internal scan chains. The basic
environment settings and assumptions are shown in Table I. The
size of a TPS is limited by the power-on/-off time, the scan
shift clock frequency, and the number of scan chains in the core

. However, if the size of a TPS is too big, we cannot test
many parts in a given test time. We assume that at least ten
test sessions can be performed in a power-on/off time. Then,
the maximum size of a TPS of a core becomes
bits since the total number of scan shifts is
750 000 ( ms/75 MHz) in a power-on/-off time, ignoring
test control time, and a TPS is applied three times in a test ses-
sion. In order to estimate the amount of log data, we assume that
ten logged delay values of a PUT are used to calculate the de-
gree of its aging.
Table II shows the sizes of the entire test pattern sets, tables,

and log data for each SoC test benchmark. If the size of the
selected test patterns of a core is equal to or less than 25 000
bits, then only one TPS is assigned to the core. For the cores
of which the size of the selected test patterns is greater than
25 000 bits, we simply divided the patterns into groups so that
the size of each TPS is less than bits and balanced.

simply represents the total amount of test patterns. If
there are many large cores in a SoC, the number of TPSs may
not be big even though is big. The benchmark only gives
the numbers of test patterns and some interface information of
cores. If some cores have the same numbers of inputs, outputs,
flip-flops, and test patterns, we regard them as the same cores
so that they share the same TPSs.
The sizes of the scheduling table and the TPS information

table mainly depend on the number of TPSs because the number
of rows is equal to or greater than the number of TPSs. The
scheduling table has only one field for . The TPS Infor-
mation table has four fields except the field for because
it is built in numerical order of as shown in Fig. 8(a).
With regard to the danger list tables, since at least ten test ses-
sions are conducted in a power-on/off time, if the number of

TABLE II
SIZES OF TEST PATTERNS, TABLES, AND LOG DATA

TABLE III
MEMORY AND LOGIC AREA OVERHEAD

PUTs is less than ten, danger list tables are not needed. There-
fore, the SoC benchmarks, d695, h953, f2126, and q12710 do
not need danger list tables. For the other benchmarks, the danger
list tables and the values of the period indicators are decided so
that the TPSs in danger list tables can be applied more often
than the TPSs in the scheduling table. Last, if we assume that a
translated delay value is logged in a byte, the log size of each
TPS is 10 bytes. However, if we log only differences from the
typical delay expected, then we can reduce log size by half. As
a result, the average sizes of test patterns and tables are about
206.2 kbytes and 299.6 bytes, respectively and the average log
amount is about 593.7 bytes.
ITC’02 SoC test benchmarks do not provide logic area

information. Therefore, to estimate logic area overhead as
well as memory space overhead, we constructed another SoC
benchmark with AMBA-based IP cores [29]. There are 32
cores such as four Leon3 Processors, Ethernet MACs, VGAs,
GPIOs, PS/2s, Timers, UARTs, three SDRAM Controllers, and
one AHB-to-PCI Bridge in the SoC benchmark size of which
is about 457 K in 2-input NANDs. We obtained 100 TPSs after
dividing all test patterns into TPSs according to the above en-
vironment settings as shown in Table I, assuming all the cores
are different and any TPSs are not shared among cores. We
designed the SoC Test Controller and the Core Test Controllers.
Table III shows the memory and the logic area overhead. As

a result, the required memory space is about 3.7 kbytes and the
gate counts (# of 2-input NANDs) of the SoC Test Controller,
and the Core Test Controller are 3891 and 1141. The area of
the cores by Core Test Controller increased by 16.6% on av-
erage, ranging from 2.5% for the largest core, Leon3 Processor,
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to 29.3% for the smallest one, VGA. This is rather high for some
cores. However, the area for the entire SoC has increased only
by 8.8% and if we design the SoC so that homogeneous cores
can share a Core Test Controller, the overall SoC area can be
reduced. The sizes of tables and log data and the area overhead
due to the control logic and sensors are small compared with the
size of test patterns. Thus, in order to reduce design costs, aging
path selection, and compression techniques to create more com-
pact test patterns for target aging mechanisms are required.

VI. CONCLUSION

In this paper, we proposed a built-in test strategy and a test
scheduling scheme to realize an accurate SoC aging prediction.
Existing failure prediction techniques perform their aging test
and scheduling methods, trying to minimize the system perfor-
mance degradation.We took both the gradual delay increase and
the sudden delay increase into consideration and used the launch
clock shifting technique to estimate the amount of aging. To
make an accurate delay measurement, we assumed that voltage
and temperature sensors are used and the delay test timing is
adjusted according to voltage and temperature values measured
during test. We also presented a degree of aging-based weighted
test scheduling scheme. By testing the more aged parts more
often, we can reduce the possibility to miss a system failure.
Although the proposed test strategy and test scheduling scheme
were designed to work in a power-on/-off time, they can be
easily applied on line during the test mode assigned by the op-
erating system.
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