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ation for sequential circuits. However, the length of a test sequence for 
the scan design approach can grow quite large due to the scan opera- 
tion shifting the values into the scan chain, which makes the cost of 
test application large. This paper proposes a design-for-testability ap- 
proach called Parity-Scan Design which can reduce the cost of test ap- 
plication as well as the cost of test generation for sequential circuits. 
The parity-scan design approach is a combination of scan technique 
and parity testing. Two types of parity-scan designs, pre-parity and 
post-parity scan design, are presented. Experiments on ISCAS89 cir- 
cuits show that as high as 91.2% (91.1%) test length reduction and 
32.4% (27.0%) average reduction can be obtained for pre-parity (post- 
parity) scan design under the single scan chain approach. More reduc- 
tion can be achieved by applying a multiple scan chain technique. 

for testability, parity test, sequential circuits, scan design. 
Index Terms-Cost of test application, cost of test generation, design 

I.  INTRODUCTION 

Testing has two main stages: the generation of tests for a given 
circuit and the application of these tests to the circuit. The cost of 
testing consists mainly of the cost of test generation and the cost 
of test application. Hence, design for testability should be consid- 
ered to reduce both costs of test generation and test application. As 
a representative of those techniques that can reduce the cost of test 
generation, scan design approach [ l ] ,  [2] can greatly reduce the 
cost of test generation for sequential circuits. However, the length 
of test sequence for scan design approach can grow quite large due 
to the scan operation shifting the values into and out of the scan 
chain, which makes the cost of test application quite large. Suppose 
a sequential circuit with a single scan chain of Nf flip-flops and an 
automatic combinational test generator generates N, test patterns 
for the combinational logic part of the sequential circuit. Each gen- 
erated test pattern is expanded into as many steps or shift clocks as 
are required to serially shift the Nf pseudo-input values into the 
scan chain. Hence, a set of N, test patterns results in a test sequence 
of length Nf(N, + 1) + N ,  where the first term Nf(N, + 1) indicates 
the total number of shift clocks and the second term N, is the total 
number of normal clocks. 

Several approaches have been proposed to reduce test applica- 
tion time. Parallel scan chains [ l ]  can be used whereby the total 
number of scan chains are divided into K chains of length Nf di- 
vided by K. Therefore, the total number of shift clocks can be re- 
duced from Nf(N, + 1) to (Nf(N, + l)) /K. This reduction can be 
very high if K i s  large. However, K parallel scan chains require 
large pin overhead; additional K primary inputs and K primary out- 
puts for K shift registers. Test set compaction [3] is considered to 
reduce the number of test patterns by combining some test patterns 
into one test pattern. However, one cannot expect high reduction 
of test length from the test set compaction approach. Partial scan 
design [4] can also reduce the length of test sequence by including 
only a subset of flip-flops in the scan chain. However, this requires 
a sequential test generator which increases the cost of test genera- 
tion and again one cannot expect high reduction of test length from 
the partial scan approach. The test application time can be reduced 
by ordering the flip-flops in the scan chain [5] .  However, only a 
low reduction in range 14% to 18.8% can be obtained according 
to the experimental results shown in [ 5 ] .  A selectable length partial 
scan approach [6] is proposed where test length reductions in range 
63 % to 70.5 % have been achieved for five large circuits. However, 
the test length reduction achieved depends highly on how effec- 
tively the scan flip-flops can be partitioned into a high-frequency 
group and low-frequency group. 
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This paper proposes a design-for-testability approach which can 
reduce the cost of test application as well as the cost of test gen- 
eration for sequential circuits. The proposed method called Parity- 
Scan Design is a combination of scan technique and panty testing. 
First, we shall show that the potential testability by parity testing 
is very high according to the experiments on ISCAS89 benchmark 
circuits [7]. Then we shall introduce the parity-scan design method 
by combining a scan design technique and parity testing of pseudo- 
outputs, and present the condition of an input sequence to be a test 
sequence for a sequential circuit with parity-scan design under a 
single scan chain. Two types of parity-scan designs, pre-parity and 
post-parity scan design, are presented. To obtain more reduction 
of test length, we shall extend the parity-scan design under a single 
scan chain to that under a multiple scan chain. The multiple scan 
chain approach divides a scan into plural scan chains without pin 
overhead by sharing scan-in and scan-out pins among them. Ex- 
periments on ISCAS89 circuits show that as high as 91.2% (91.1 %) 
test length reduction and 32.4% (27.0%) average reduction can be 
obtained for pre-parity (post-parity) scan design under the single 
scan chain approach. More reduction can be achieved by applying 
the multiple scan chain technique. 

11. PARITY TESTABILITY OF FLIP-FLOPS 

As mentioned in the preceding section, here we consider a de- 
sign-for-testability method that can reduce both costs of test gen- 
eration and test application for sequential circuits. To satisfy the 
former, i.e., to reduce the cost of test generation, we adopt the 
scan design technique. Assuming scan design we futher consider 
to reduce the cost of test application. 

The purpose of scan process is (a) to set the flip-flops in a circuit 
to any desired state and (b) to observe the internal state of the flip- 
flops in a circuit. The former is the controllability enhancement of 
flip-flops, and the latter is the observability enhancement of flip- 
flops. To reduce the scan process, we have to consider something 
to substitute for it. Before resolving the controllability issue, let us 
first consider what can be substituted for the scan process to en- 
hance the observability of flip-flops. 

Fig. 1 shows a sequential circuit with a double-latch design. All 
clocked flip-flops are implemented as a set of master-slave latches 
L2 and L2.  Cutting the feedback loops where the clocked flip-flops 
are, we can getpseudo-inputs and pseudo-outputs as shown in Fig. 
2. Further, inserting a cascade of Exclusive-OR gates on pseudo- 
outputs, we can get a circuit with parity testing for pseudo-outputs 
in Fig. 2. In this circuit of Fig. 2,  if an error of a fault propagates 
to the odd number of pseduo-outputs, the error can be observed at 
the output of the Exclusive-OR cascade. Here, it is an interesting 
issue to investigate how many percentage of faults can be detected 
by such a parity testing. To see this, we have made an experiment 
on the ISCAS89 circuits [7]. The ISCAS89 circuits have been 
changed into the structure of Fig. 2. Then the FAN algorithm [8] 
has been applied to the modified ISCAS89 circuits with the struc- 
ture of Fig. 2. The results are given in Table I. The following 
columns are contained in the table: 

1) Circuit Name-The assigned name for the circuit. 
2) #gates-The number of logic gates. Primary inputs and pri- 

mary outputs are considered gates. 
3) #DFFs-The number of D flip-flops which are contained in 

the circuit. 
4) #faults (total)-The total number of fault equivalence classes 

generated from the circuit. 
5) #faults (redund)-Then number of redundant faults identi- 

fied by FAN. 

Clmk? d 

Fig. 1. A sequential circuit. 
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Fig. 2. Panty testing of pseudo-outputs. 

6 )  #faults (abort)-The number of faults aborted by FAN due 
to a backtrack limit of 100. 

7) #patterns-The number of test patterns generated by FAN. 
8) #detected faults (PO)-The number of faults detected at pn- 

mary outputs. 
9) #detected faults (odd)-The number of faults that can be 

detected at the odd number of pseudo-outputs with at least 
one test pattern generated by FAN but that cannot be de- 
tected at primary outputs (i.e., detectable at the panty out- 
put with at least one test pattern but undetectable at the pri- 
mary output). 

10) #detected faults (even)-The number of faults that can be 
detected only at the even number of pseudo-outputs when 
detected with test patterns generated by FAN (i.e., detect- 
able at the pseudo-outputs but neither detectable at the par- 
ity output nor at the primary outputs). 

11) Parity Testability-The ratio of the number of detectable 
faults by parity testing to the total number of detectable 
faults, i.e., 

#PO + #odd loo% 
#PO + #odd + #even 

We can easily expect that, for each fault that can be detected at 
pseudo-outputs, the probability of the fault to be detected at the 
odd number of pseudo-outputs with at least one test-pattern is much 
higher than the probability of the fault not to be detected at the odd 
number of pseudo-outputs for all test-patterns. So, we have ob- 
tained the expected results that #odd is larger than #even for all 
benchmark circuits as shown in Table I. 
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TABLE I 
ISCAS89 ATPG RESULTS BY FAN 

# faults # detected faults Parity 
Circuit Testability 
Name #gates # DFF's total redund abort #patterns PO odd even % 

s208 
s298 
s344 
s349 
s382 
s386 
s400 
s420 
s444 
s510 

s526 
s526n 
s64 1 
s713 
s820 
s832 
s838 
s953 
S I  196 
s1238 
s1423 
s1488 
SI494 
s5378 
s9234 
s 13207 
~15850 
~35932 
~38417 
~38584 

133 
170 
225 
226 
232 
199 
239 
265 
255 
255 
265 
266 
495 
508 
368 
367 
523 
52 1 
615 
598 
906 
74 1 
735 

3400 
6326 

10 167 
11 739 
21 903 
27 379 
24 173 

8 
14 
15 
15 
21 
6 

21 
16 
21 
6 

21 
21 
19 
19 
5 

5 
32 
29 
18 
18 
74 
6 
6 

179 
211 
638 
534 

1728 
1636 
1426 

217 
308 
342 
350 
399 
3 84 
424 
455 
474 
564 
555 
553 
467 
581 
850 

870 
93 1 

1079 
1242 
1355 
1515 
1486 
1506 
4603 
6927 
9815 

11 725 
39 094 
31 180 
36 303 

0 0 
0 0 
0 0 
2 0 
0 0 

0 0 
6 0 
0 0 

14 0 
0 0 

1 0 
0 0 
0 0 

38 0 
0 0 

14 0 
0 0 
0 0 
0 0 

69 0 

14 0 
0 0 

12 0 
40 0 

413 40 
149 2 
388 1 

3984 0 
161 4 

1500 6 

44 
41 
36 
37 
48 
90 
46 
93 
55 
74 
90 
91 
80 
72 

162 
156 
19 1 
114 
191 
208 
126 
170 
166 
497 
580 
72 1 
670 

1009 
2386 
1562 

90 
18 
33 
32 
12 

148 
12 

194 
12 

158 
18 
18 

160 
168 
277 
277 
402 
46 

550 
587 
42 

838 
844 

1332 
151 
707 
75 1 

2507 
267 

1600 

124 
283 
282 
292 
369 
232 
387 
245 
429 
398 
530 
528 
305 
372 
566 
572 
487 
958 
692 
698 

1385 
644 
646 

2997 
6144 
7360 

10 166 
32 573 
28 461 
30 853 

3 
7 

27 
24 
18 
4 

19 
16 
19 
8 
6 
7 
2 
3 
7 
7 

42 
75 
0 
1 

74 
4 
4 

234 
179 

1597 
419 

30 
2287 
2344 

98.6 
97.7 
92.1 
93.1 
98.5 
99.0 
95.5 
96.5 
95.9 
98.6 
98.9 
98.7 
99.6 
99.4 
99.2 
99.2 
95.5 
93.0 

100.0 
99.9 
95. I 
99.7 
99.7 
94.9 
97.2 
83.5 
96.3 
99.9 
92.6 
93.3 

From the results shown in Table I, we can see that the parity 
testability of ISCAS89 circuits is 94.6% on average and is in the 
range of 83.5 % to 100%. Hence, most of the detectable faults can 
be tested at primary outputs including the parity output. This sug- 
gests that the parity testing approach of Fig. 2 could be substituted 
for the scan process of observing the contents of flip-flops. 

111. PARITY-SCAN DESIGN 

Parity-Scan Design is a variation of the scan design approach 
which is a combination of the scan design and panty testing. Ex- 
amples of parity-scan flip-flops are shown in Fig. 3 which consists 
of a shift-register latch (SRL) used in LSSD [2] and an Exclusive- 
OR gate for parity test. The SRL consists of two latches, LI and L2, 
which have the scan input I, the data input D ,  the system clock C,  
and two shift-control inputs, A and B .  Fig. 3(a) shows a pre-parity 
type parity-scan flip-flop where the Exclusive-OR gate is located 
before the flip-flop to take the parity of the data input to the flip- 
flop. On the other hand, Fig. 3(b) shows apost-pariry type parity- 
scan flip-flop where the Exclusive-OR gate is located after the flip- 
flop to take the parity of the flip-flop. 

Using these parity-scan flip-flops, two types of general structures 
for double-latch parity-scan design are obtained as illustrated in 
Fig. 4(a) and 4(b). All storage elemeqts are implemented as a set 
of master-slave latches, L ,  and L2. Each of master-slave latches is 
connected in series and clocked by two nonoverlapping clocks C,  
and C,, where C, is equivalent to B .  Each of the Exclusive-oR gates 
is also connected to form an Exclusive-OR cascade with a parity 

%"t 

n n  I 

(b) 
Fig. 3. (a) ere-parity scan flip-flop. (b) Post-panty scan flip-flop. 

output. Fig. 4(a) and 4(b) show the pre-parity type and post-panty 
type parity-scan designs, respectively. 

In the shift register mode, these latches are chained to form a 
shift register under the control of clocks A and B .  Test patterns are 
applied to the combinational circuit by scanning them into the shift 
register and applying them at the primary inputs. Then the clock 
C ,  is set to 1 and the response of the combinational circuit is cap- 
tured in the L,  latches and at the primary outputs. The result of the 
test captured in the register is then scanned out. 

The Parity-Scan Design has also the capability of parity testing 
for the contents captured in the & latches or flip-flops before or 
after capturing. The pre-parity scan design can take the panty of 
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Fig. 4. (a) Pre-parity scan design. (b) Post-panty scan design. 

the data input to the flip-flops and the post-parity scan design can 
take the parity of the flip-flops. If an error of a fault propagates to 
the odd number of flip-flops, the error can be observed at the parity 
output of the Exclusive-OR cascade. This parity test operation will 
be used as a substitute for the scan operation of observing the con- 
tents of flip-flops. 

The area overhead due to an Exclusive-oRgate for each scan flip- 
flop is not so large. Since we are considering large circuits for which 
the cost of test application will become quite large, reducing the 
test application cost at the expense of extra area overhead will be 
a good trade-off if the reduction is guaranteed to be high. As for 
another issue, the cascading of Exclusive-oR gates beyond certain 
numbers may force slowing down the test application frequency. 
To alleviate this issue, one may adopt a tree of Exclusive-OR gates 
instead of the cascade of Exclusive-OR gates, partition the parity 
function into several sub-functions, choose a subset of flip-flops to 
get a partial parity, and so on. 

Iv. TEST SEQUENCE FOR PARITY-SCAN DESIGN 

Let us classify all detectable faults in the combinational logic 
part of a sequential circuit, i.e., combinational irredundant faults, 
into two groups; one is a set of faults that are detectable at primary 
outputs and/or a parity output, and the other is a set of faults that 
are detectable only at the even number of pseudo-outputs. Let us 

call the formerparity-testable faults and the latter purify-untestable 

Assume two consecutive test patterns T ( i )  and T(i + 1). Sup- 
pose a fault f that i s  tested by the test pattern T ( i ) .  If the faultf is 
parity-testable, it is detected at the primary outputs when T ( i )  is 
applied and/or at the parity output. In case of pre-parity scan de- 
sign, the fault is detected at the parity output at the same time when 
T ( i )  is applied. In case of post-parity scan design, the fault is de- 
tected at athe parity output at the next time when T(i + l) is ap- 
plied. For parity-testable faults in both cases, hence, the scan op- 
eration to observe the flip-flops can be omitted. Furthermore, the 
scan operation for setting flip-flops to the values of pseudo-inputs 
for the next test T(i + 1) can be omitted if the values at the pseudo- 
outputs of the current test T ( i )  are identical to the values at the 
pseudo-inputs of the next test T(i + 1). Therefore, if the values at 
the pseudo-outputs of the current test T ( i )  are identical to the val- 
ues at the pseudo-inputs of the next test T(i + 1) and if T ( i )  is 
aimed at testing parity-testable faults only, then the scan operation 
between T ( i )  and T(i + 1) can be omitted. Let us call this state no 
scan with clock. This is illustrated in Fig. 5(a). 

In case of pre-parity scan design, we can further omit scan op- 
eration. If no system clock to the flip-flops is applied between T ( i )  
and T(i + l ) ,  the flip-flops can hold the same contents and hence 
the values at the pseudo-inputs of the next test T(i + 1) are iden- 
tical to the values at the pseudo-inputs of the current test T ( i ) .  In 
case of pre-parity scan design, hence, if the values at the pseudo- 
inputs of current test T ( i )  are identical to values at the pseudo- 
inputs of the next test T(i + 1) and if T ( i )  is aimed at testing 
parity-testable faults only, then the scan operation between T ( i )  
and T(i + 1) can be omitted. Let us call this state no scan without 
clock. This isillustrated in Fig. 5(b). 

If the fault f is parity-untestable, the error caused by the fault is 
propagated only to the even number of pseudo-outputs when the 
test pattern T ( i )  is applied. So, in order to detect the faultfat this 
time by the test pattern T ( i ) ,  the values with error captured at flip- 
flops have to be shifted out to observe at the scan output. There- 
fore, either if the values at the pseudo-outputs of the current test 
T ( i )  are not identical to the values at the pseudo-inputs of the next 
test T(i + l) ,  or if T ( i )  is aimed at testing some parity-untestable 
fault, then the scan operation between T ( i )  and T(i + 1) cannot 
be omitted. Let us call this state scan. This is illustrated in Fig. 

Without loss of generality, a test sequence for a circuit with par- 

faults. 

5(c). 

ity-scan design is represented by 

Test-Patterns: T(1) T(2) a * T(n) 
States: S(0) S(1) S(2) - S(n - 1) S(n) 

where each S ( i )  indicates scan with clock, scan without clock, or 
scan. Let us abbreviate this test sequence as T(I)T(2)  - * 

T ( n ) / S ( O ) S ( l )  - * S(n) .  
Here, we define the consistency of a test sequence for parity- 

scan design. A test sequence is consistent with parity-scan design 
if 

1) S(0) = S(n) = scan, and 
2) for each T ( i )  (i = 2, * * , n - l ) ,  S ( i )  is no scan with clock 

only when SO(T( i ) )  = SZ(T(i + 1)) and S( i )  is no scan with- 
out clock only when SI(T(i))  = SI(T(i + 1)). 

Further, we consider two types of testing for each fault under 
test; (a) parity testing which detects the fault at either the parity 
output or primary outputs, and (b) scan testing which detects the 
fault at the scan output by scan operation. For parity-scan designed 
circuits, we can hence define a test sequence as follows: 
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SO(T(i)) = SI(T(i+l)) and 
T(i) is aimed at testing parity-testable faults only 

(a) 

SI(T(i)) = SI(T(i+I)) and 
T(i) is aimed at testing parity-testable faults only 

(b) 

T i )  T(i+l) + 
Either SO(T(i)) 'f SI(T(i+l)) or 
T(i) is aimed at testing some panty-untestable fault 

(C) 
Fig. 5 .  Scadno scan states. (a) No scan with clock. (b) No scan without 

clock. (c) Scan. 

A test sequence T satisfying the following conditions is called a 
parity-scan test sequence: 

1) Tis  consistent with parity-scan design, and 
2)  each detectable fault is tested by parity testing or scan testing 

in some sub-sequence of T. 

Let us evaluate the length of a parity-scan test sequence. Let N, 
and NI be the number of flip-flops and test patterns, respectively. 
Let N,  and N,, be the number of scan states and no scan (with/ 
without clock) states, respectively. If each test pattern appears only 
once in the parity-scan test sequence, N, + N,, = NI + 1 .  Then 
the length of the parity-scan test sequence becomes 

(number of flip-flops) X (frequency of scan) 

+ number of test-patterns) 

= NfN, + N,. 

The test length reduction of the parity-scan design to the orginal 
scan design is 

- Nf Nns 
- 

Nf Ns + NI 
1 -  

Nf(N1 + 1) + NI N f ( N l  + 1) + NI 

For given Nf and N I ,  this reduction is maximized when N,,T is max- 
imized or N,  (= NI + 1 - Nn.J is minimized. Since the values N,, 
and N,  are influenced by the ordering of test patterns in a parity- 
scan test sequence, the problem is how to determine an ordering of 
test patterns that leads to the minimum test sequence. For NI test 
patterns, however, the number of possible orderings is N I ! ,  which 
makes it almost impossible to get the optimum length when NI is 
large. It is also important to construct a parity-scan test sequence 
with low time overhead compared to the test generation time for 
the combinational logic part of the circuit under test. So, we shall 
consider a simple procedure for searching an ordering of test pat- 
terns that reduces the number of scan operations. 

The procedure for constructing a parity-scan test sequence 
T(1)T(2).  *T(n)/S(O)S(l)S(2)- .S(n)  operates as follows. 

First, choose a fault f from the fault table of the circuit under 
test. Generate a test pattern q for the fault f by using the combi- 
national test generation algorithm such as FAN [8]. Specify all un- 
determined values or X's at primary inputs and/or pseudo inputs of 
Tf by arbitrary values 0 or 1 and perform fault simulation to find 
all detectable faults by the test pattern q and to classify those de- 
tected faults into parity-testable and parity-untestable faults. Then, 
select Tf as the first test pattern T ( l )  for the parity-scan test se- 
quence. Let S(0) be the scan state to initialize the pseudo-inputs of 
Tf. Those parity-testable faults can be detected by Tf even when 
S( 1) is non-scan. Those parity-untestable faults, however, can be 
detected by T'only when S(1) is scan, i.e., by scan-out processing. 

Next, for some fault g which has not yet been detected, find a 
test pattern TR such that the values at the pseudo-inputs of TR are 
identical to those at the pseudo-outputs of T(1). In case of pre- 
parity scan design, find a test pattern TR such that the values at the 
pseudo-inputs of Tg are identical to those either at the pseudo-in- 
puts or at the pseudo-outputs of T(1) .  Here, the test pattern TR is 
either generated by FAN or taken from a hash table which stores 
test patterns generated by FAN for reuse. For each fault, FAN is 
used at most once to avoid wasting CPU time. If such a test pattern 
TR exists, put it on the second test pattern T ( 2 )  and make the state 
S(1) between T(1) and T ( 2 )  be no scan (with/without clock). If 
such a test pattern TR does not exist, put a test pattern, which can 
detect the fault g, on the second test pattern T ( 2 )  and make the 
state S(1) between T(1) and T(2) be scan. During this process of 
searching a test pattern Tgr all test patterns, which have been newly 
generated by FAN and have not been adopted as a test pattern, are 
stored in the hash table to reuse them afterward. After test pattern 
generation, fault simulation is performed to find all other detectable 
faults by the test pattern TR and to classify those faults into parity- 
testable and parity-untestable faults. Again, those parity-testable 
faults can be detected by Tg even when S(2)  is non-scan. On the 
other hand, those parity-untestable faults can be detected by TR only 
when S(2) is scan, i.e., by scan-out processing. Note that, before 
the fault simulation of a test-pattern T ( i ) ,  all fault lists on the 
pseudo-outputs of the previous test-pattern T(i - 1) are set to the 
pseudo-inputs of the current test-pattern T ( i ) .  

Continue the above process until all faults are detected. The test 
sequence T(l)T(2).  . .T(n)/  S(O)S(l)S(2). . .S(n)  generated by the 
process mentioned above always satisfy the condition of the parity- 
scan test sequence. 

V.  EXPERIMENTAL RESULTS 

We have made experiments on the ISCAS89 circuits [7]. The 
ISCAS89 circuits contain flip-flops which are assumed to be fully 
scannable and parity-testable as shown in Fig. 4(a) and 4(b). The 
FAN algorithm [8] was used to generate test patterns for each com- 
binational logic part of ISCAS89 circuits. From the generated test 
patterns, parity-scan test sequences were constructed for both pre- 
parity and post parity types. The experiments ran on a SUN 4/60, 
a 12 MIPS machine with 12MB of memory. The results for pre- 
parity and post-parity types are given in Tables I1 and 111, respec- 
tively. The following columns are contained in the tables: 

1. Circuit Name-The assigned name for the circuit. 
2. #scan frequency (scan)-The frequency of scan operation for 

scan design. 
3. #scan frequency (parity-scan)-The frequency of scan oper- 

ation for parity-scan design. 
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TABLE 11 
ISCAS89 TEST LENGTH REDUCTION FOR PRE-PARITY TYPE 

Scan Frequency Test Sequence Length Test Length CPU Time (sec) 
Circuit Reduction 
Name scan Parity-Scan scan Panty-Scan % scan Parity-Scan 

s208 
s298 
s344 
s349 
s382 
s386 
s400 
s420 
S444 
s510 

s526 
s526n 
s64 1 
s713 
s820 
s832 
s838 
s953 
s1196 
s1238 
s1423 
s1488 
SI494 
s5378 
s9234 
~13207 
~15850 
s35932 
~38417 
~38584 

45 
42 
37 
38 
49 
91 
47 
94 
56 
75 

91 
92 
81 
73 

163 
157 
192 
115 
192 
209 
127 
171 
167 
498 
58 1 

722 
67 1 

1010 
2387 
1563 

29 
32 
28 
27 
37 
48 
37 
75 
42 
47 
77 
78 
26 
34 
66 
63 

169 
78 
9 
8 

105 
75 
88 

426 
552 
666 
537 
305 

2096 
1384 

404 
629 
59 1 
607 

1077 
636 

1033 
1597 
I23 1 
524 

2001 
2023 
1619 
1459 
971 
94 1 

6335 
3449 
3647 
3970 
9524 
1196 
1168 

89 739 
123 171 
461 357 
358 984 

1 746 289 
3 907 518 
2 230 400 

279 
495 
46 1 
443 
828 
3 80 
829 

1296 
936 
354 

1707 
1730 
579 
729 
487 
47 1 

5602 
2391 
359 
35 1 

7894 
617 
702 

76 739 
117 074 
425 622 
287 429 
527 385 

3 431 203 
1 975 036 

30.9 
21.3 
22.0 
27.0 
23.1 
40.3 
19.7 
18.8 
24.0 
32.4 
14.7 
14.5 
64.2 
50.0 
50.2 

49.9 
11.6 
30.7 
90.2 
91.2 
17.1 
48.4 
39.9 
14.4 
5.0 

7.7 
19.9 
69.8 
12.2 
11.4 

1 
1 
1 
1 
1 

1 
1 
2 
1 
2 
2 
1 
1 
2 
6 
6 
7 
5 

11 
15 

6 
13 
13 
67 

293 
278 
309 

1996 
223 1 
2064 

1 
1 
1 
1 
2 
3 
2 
2 
1 
3 
3 
4 
3 
5 

12 
11 
15 
9 

18 
21 
11 
22 
25 

133 
439 
364 
607 

1827 
425 1 
3444 

4. Test Sequence Length (scan)-The length of test sequences 
for scan design. 

5 .  Test Sequence Length (parity-scan)-The length of test se- 
quences for parity-scan design. 

6. Test Length Reduction-The ratio of the reduced test length 
for parity-scan design to the test length for scan design, i.e., 

) x 100% 
Length of Parity-Scan Test Sequence 

Length of Scan Test Sequence 
- 

7. CPU time (scan)-The total CPU time in seconds required to 
generate test patterns for scan design. 

8. CPU time (parity-scan)-The total CPU time in seconds re- 
quired to construct a parity-scan test sequence for parity-scan 
design. 

From the results shown in Table 11, as high as 91.2% test length 
reduction (32.4% on average) is achieved for pre-parity scan de- 
signs of ISCAS89 benchmarks. From Table 111, as high as 91. l % 
test length reduction (27.0% on average) is achieved for post-parity 
scan designs of ISCAS89 benchmarks. The test set size or the num- 
ber of test-patterns generated by FAN for parity-scan testing is 
nearly equal to that for conventional scan testing. So, the time 
overhead or the extra CPU time required to construct a parity-scan 
test sequence from generated test patterns is not so high. Both of 
the pre- and post-parity scan design approaches can reduce the cost 
of test application. 

Tables I1 and 111 show the results for parity-scan designs under 
a single scan chain technique. One can easily extend the single scan 

chain approach to a multiple scan chain. More reduction can be 
expected to achieve by applying the multiple scan chain technique, 
which is described in the next section. 

VI. MULTIPLE SCAN CHAIN 

Let Nf be the number of flip-flops and NI be the number of test 
patterns for the combinational logic part of a circuit under test. For 
a circuit with a single scan chain, the length of the test sequence 
is N f ( N ,  + 1) + N,. To reduce the length of the test sequence, 
parallel scan chains can be used whereby the total number of scan 
chains are divided into K chains of length Nf divided by K (see Fig. 
6(a)). The total number of shift clocks can be reduced from N f ( N ,  
+ 1) to (Nf (NI + l ) /K However, K parallel scan chains require 
large pin overhead, i.e., additional K primary inputs and K primary 
outputs for K shift registers. To overcome this pin overhead, we 
consider a variation of the parallel scan chain approach. Fig. 6(b) 
shows the approach called a multiple scan chain. In this scan de- 
sign, a long scan chain is divided into K scan chains without pin 
overhead by sharing one scan-in pin and one scan-out pin among 
them. Parallel scan chains can get K differential serial input se- 
quences from K scan-in pins and shift in and out them in parallel. 
The multiple scan chain, however, cannot get K different input se- 
quences in parallel but in series. So, the multiple scan chain ap- 
proach cannot be expected to achieve the same high reduction of 
the number of shift clocks as the parallel scan chain approach. 

For the conventional scan design approach, the multiple scan 
chain cannot contribute to the reduction of the number of shift 
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TABLE 111 
ISCAS89 TEST LENGTH REDUCTION FOR POST-PARITY TYPE 

Scan Frequency Test Sequence Length Test Length CPU Time (sec) 
Circuit Reduction 
Name scan Panty-Scan scan Parity-Scan % scan Panty-Scan 

s208 
s298 
s344 
s349 
s382 
s386 
s400 
s420 
s444 
s5 10 
s526 
s526n 
s64 1 
s713 
s820 
s832 
s838 
s953 
S I  196 
s1238 
s1423 
s1488 
s 1494 
s5378 
s9234 
s 13207 
~15850 
~35932 
~38417 
~38584 

45 
42 
37 
38 
49 
91 
47 
94 
56 
75 
91 
92 
81 
73 

163 
157 
192 
115 
192 
209 
127 
171 
167 
498 
581 
722 
67 1 

1010 
2387 
1563 

29 
33 
32 
27 
37 
71 
38 
76 
45 
59 
84 
80 
35 
48 
91 

104 
172 
74 
7 
9 

107 
135 
142 
429 
588 
674 
59 1 
222 

2084 
1416 

404 
629 
59 1 
607 

1077 
636 

1033 
1597 
1231 
524 

2001 
2023 
1619 
1459 
977 
94 1 

6335 
3449 
3647 
3970 
9524 
1196 
1168 

89 639 
123 171 
461 357 
358 984 

1 746 289 
3 907 518 
2 230 400 

275 
507 
519 
442 
827 
515 
849 

1309 
1002 
430 

1860 
1772 
742 
997 
606 
685 

5696 
2266 
324 
370 

8038 
98 1 

1027 
77 262 

124 674 
430 716 
316 256 
383 872 

3 411 544 
2 020 675 

31.9 
19.4 
12.2 
27.2 
23.2 
19.0 
17.8 
18.0 
18.6 
17.9 

7.0 
12.4 
54.2 
31.7 
38.0 
27.2 
10.1 
34.3 
91.1 
90.7 
15.6 
18.0 
12.1 
13.8 

-1.2 
6.6 

11.9 
78.0 
12.7 
9.4 

1 
1 
1 
1 
1 

1 
1 
2 
1 
2 
2 
1 
1 
2 
6 
6 
7 
5 

11 
15 
6 

13 
13 
67 

293 
278 
309 

1996 
223 1 
2064 

1 
1 
1 
1 
1 

3 
1 
2 
1 
4 

4 
6 
3 
5 
9 

11 
13 
11 
18 
21 
14 
20 
23 

133 
483 
497 
618 

1595 
4219 
3499 

Scanchain #1 
Scanchain #2 

be updated by scan operation while the remaining sub-chains retain 
their state without scan operation. This partial scan operation in 
the multiple scan chain can thus reduce the number of shift clocks 

Scan-in#l 0 

Scan-inR O h n - o u t  #2 

or the number of scan operations. The advantage or this partial scan 
operation can also be applied in the case that we have to observe 
the contents of flip-flops when a parity-untestable fault is tested 
(see the conditions of a parity-scan test sequence). 

Scanchain #K Scan-in #K o 0 Scan-out#K 

(a) 

Scan-in -out 

1’1 U 
(b) 

Fig. 6. (a) Parallel scan chains versus (b) multiple scan chains. 

clocks. For the parity-scan design approach proposed in this paper, 
however, the multiple scan chain can contribute to reduce the num- 
ber of shift clocks. When we construct a parity-scan test sequence 
from the generated test patterns, we have to put scan operation 
between two consecutive test patterns if the values at the pseudo- 
outputs of the current test pattern is not equal to the values at the 
pseudo-inputs of the next test pattern. However, this inequality of 
values occurs usually at very few scan locations or flip-flops, i.e., 
most of the flip-flops retain their state. Hence, in the multiple scan 
chain, only the sub-chains at which the inequality occurs need to 

VII. CONCLUSIONS 

A new design for testability approach called parity-scan design 
which can reduce the cost of test application as well as the cost of 
test generation has been presented. This technique is useful in re- 
ducing the scan operations or the number of shift clocks, and hence 
the overall test sequence length. Significant reductions of test se- 
quence length have been achieved on ISCAS89 benchmark circuits, 
as high as 91.2% (91.1%) reduction, and 32.4% (27.0%) on av- 
erage for pre-parity (post-parity) scan design under the single scan 
chain approach. More reduction can be achieved by applying the 
proposed multiple scan chain technique. 
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Optimal Part Selection 

Manjote S. Haworth, William P. Birmingham, and 
Daniel E. Haworth 

Abstract-Part selection is the problem of choosing a set of parts that 
implements given functions and meets cost bounds. Multiple-function 
parts make globally optimal part selection an exponentially complex 
task. Task difficulty is compounded by optimizing among multiple cost 
attributes. We present an algorithm that generates optimal designs, 
and handles multiple cost attributes. 

I. INTRODUCTION 

Part selection is the problem of choosing a set of parts from a 
library (catalog) that implements given functions and meets cost 
bounds. Part selection is a ubiquitous design task. For example, 
computer-configuration systems design artifacts from libraries of 
processors, memory units, device controllers, etc. [l],  (81, [9]. 
Similarly, high-level synthesis systems map data-path modules onto 
parts in a hardware library with adders, multipliers, registers, etc. 
[3], [4], [ 1 11. Also, technology mappers bind functions to modules 
at the logic level [2], [5], [7]. 

The optimal part-selection task generates a part set that imple- 
ments all desired functions and minimizes cost. If each part imple- 
ments only one function, the optimal part set can be generated by 
selecting the least-cost part for each function (a local perspective). 
The problem, however, is harder when there are multiple-function 
parts, i.e., parts can perform several functions simultaneously.‘ In 
a local perspective, multiple-function parts do not appear cost ef- 
fective because of their relatively high cost compared with single- 
function parts. When viewed globally, however, they are superior 
if they have high utilization. Thus, parts selected based on local 
information do not always minimize the overall cost of a design. 
This phenomenon is called the horizon efect. Avoiding the horizon 
effect, however, entails searching an exponentially large (in the 
number of components) space. 
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IEEE Log Number 9212213. 
‘The case of a function requiring more than one part is handled by de- 

composing that function further. 

We present an algorithm, GOPS, for generating globally optimal 
sets of parts to implement a set of user-given functions. GOPS par- 
titions a problem into disjunct subproblems, thus helping to miti- 
gate problem combinatorics. Subproblems can then be solved by 
intelligently generating solutions using a variety of techniques. Al- 
though the worst-case performance of GOPS is exponential in time 
and space, the techniques used by GOPS realize substantial per- 
formance improvement (polynomial performance with respect to 
the number of parts) in real design problems. 

The paper is organized as follows. Section I1 defines the part- 
selection problem. Section 111 discusses techniques used to solve 
this problem, and presents GOPS. Section IV discusses related 
work. Section V summarizes the paper. 

11. PROBLEM DEFINITION 

We define an optimal-part-selection problem as follows. 
Given the following input: 

is nondominated. 

To determine whether a part set satisfies all cost constraints, we 
define a function C(PS,, k) which, given a part set and an attribute, 
returns the cost-attribute score of the part set. A part set PS, is 
dominated if there exists another part set PS, such that for each 
attribute, the cost-attribute score of PS, is worse than the cost-at- 
tribute score of PS,, i.e., C(PS,, k) > C(PS,, k) for all k = 1, 
. . .  , n;  otherwise, PS, is nondominated. 

Desired functions are input by the designer in the form of func- 
tion models, as demonstrated in Fig. 2.l(a). A function is de- 
scribed by its name and associated set of specifications. This de- 
scription is at a higher level than instruction sets, algorithms, 
interface protocols, etc. [l]. The number of instances desired is 
entered as function multiplicity. The function model in Fig. 2.1(a) 
shows that the designer wants two S I 0  (serial input-output) ports, 
each with address-access time less than 100 ns, and a baud rate of 
9600. 

The part catalog contains part models. A part model includes the 
name, list of functions implemented, characteristic properties, and 
cost-attribute-scores vector of the part. Fig. 2.l(b) shows the part 
model of an Intel 825 1 that implements one instance of the function 
SIO. Part models are culled from descriptions in manufacturers’ 
catalogs [ 11. 
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