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Performance Analysis of Parallel Test Generation for

Combinational Circuits
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SUMMARY The problem of test generation for VLSI circuits
computationally requires prohibitive costs. Parallel processing
on a multiprocessor system is one of available methods in order
to speedup the process for such time-consuming problems. In
this paper, we analyze the performance of parallel test genera-
tion for combinational circuits. We present two types of parallel
test generation systems in which the communication methods are
different; vector broadcasting (VB) and fault broadcasting (FB)
systems, and analyze the number of generated test vectors, the
costs of test vector generation, fault simulation and communica-
tion, and the speedup of these parallel test generation systems,
where the two types of communication factors; the communica-
tion cut-off factor and the communication period, are applied.
We also present experimental results on the VB and FB systems
implemented on a network of workstations using ISCAS’85 and
ISCAS’89 benchmark circuits. The analytical and experimental
results show that the total number of test vectors generated in the
VB system is the same as that in the FB system, the speedup of
the FB system is larger than that of the VB, and it is effective
in reducing the communication cost to switch broadcasted data
from vectors to faults.

key words:  test generation, parallel processing, performance
analysis, interprocessor communication, speedup

1. Introduction

The problem of test generation for VLSI circuits compu-
tationally requires prohibitive costs. Parallel processing
on a multiprocessor system is one of available methods
in order to speedup the process for such time-consuming
problems, and many studies have reported various tech-
niques for parallel test generation[1].

One important parallelization of test generation is
dealing with different faults in parallel, referred to as
Sfault parallelism[2]—[5]. In fault parallelism, a set of
faults is partitioned into subsets, and allocated to pro-
cessors on a network. Each processor performs test vec-
tor generation and fault simulation. Fujiwara and In-
oue[2] considered a parallel test generation on a net-
work of general purpose computers such as worksta-
tions using a client-server model (CS model). They pre-
sented granularity which refers to the number of target
faults allocated to a processor by each communication,
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and proposed the optimal granularity which minimizes
the total processing time for test generation on the CS
model. In[3], they further considered a client-agent-
server model (CAS model) which can reduce the work
load of the client processor by adding agent proces-
sors to the CS model, and showed that there exists an
optimal scheme (an optimal pair of numbers of agent
processors and client processors) which minimizes the
total processing time for test generation on the CAS
model. In their system, detected faults are transferred
among processors. Patil and Banerjee[4] aimed at de-
creasing the number of generated test vectors, and pre-
sented a fault partitioning strategy which reduces dupli-
cation of test generation. Moreover, they introduced the
communication cut-off factor to reduce the communica-
tion overhead. These approaches were implemented on
a hypercube machine where each processor communi-
cated with one another by sending generated test vec-
tors. Klenke et al [5] considered an implementation of
the approaches presented in[4] on a network of work-
stations, and made an experiment on broadcasting faults
instead of test vectors.

In this paper, we shall analyze the performance of
parallel test generation for combinational circuits. We
shall present two types of parallel test generation systems
in which the communication methods are different; vec-
tor broadcasting (VB) and fault broadcasting (FB) sys-
tems. Based on the relationship between the number of
test vectors and the number of unprocessed (identified
as detectable or redundant) faults in a uniprocessor sys-
tem, we shall analyze the number of generated test vec-
tors, the costs of test vector generation, fault simulation
and communication, and the speedup of these parallel
test generation systems, where two types of communi-
cation factors; the communication cut-off factor[4] and
the communication period (corresponding to granular-
ity in[2],[3]), are applied. We shall also present exper-
imental results on the VB and FB systems implemented
on a network of workstations using ISCAS’85[6] and
ISCAS’89[7] benchmark circuits.

2. Architecture of Parallel Processing Systems
In this paper, we consider a parallel processing system

which consists of multiple processors connected to a sin-
gle communication bus. In this network, the set of faults
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Fig. 1  Parallel test generation system.

is partitioned into subsets, and each subset of faults is
allocated to eachprocessor (Fig. 1). The faults allocated
to a processor are said to be the target faults for the
processor. Each processor repeats test vector genera-
tion (TG) and fault simulation (FS) until all the target
faults are processed. The result of a process for a fault
is whether 1) the fault is detected, or 2) the fault is
identified as undetectable, i.e., redundant.

In most cases, a test vector detects more than one
fault, and consequently a fault allocated to a processor
may be able to be detected with the test vector that is
generated another processor, i.e., a processor may pro-
cess the faults that are processed on the other proces-
sors. In order to reduce this work duplication, the re-
sults of processes are transferred among processors. The
transferred data can be considered as generated test vec-
tors and processed faults, and accordingly two types of
parallel test generation systems can be considered; the
Vector Broadcasting (VB) system in which generated
test vectors are broadcasted and the Fault Broadcasting
(FB) system in which processed faults are broadcasted.
Moreover, since the communication will be expensive,
and restrain the increase of the overall speedup, the pa-
rameters of the communication cut-off factor, p., and
the communication period, A\, are applied to decrease
the communication cost.

Vector Broadcasting: Each processor makes a fault
list of target faults. First, each processor selects a fault
from the fault list, and generates a test vector for the
fault. Then, it identifies all the detectable faults with
the test vector by performing FS. When the number of
generated test vectors reaches A by repeating TG and
FS, the processor sends the test vectors to all other pro-
cessors, 1.e., broadcasts the vectors. This broadcasting
is repeated until the fault coverage of the target fault
reaches p.. On the other hand, when a processor re-
ceives test vectors from another processor, the processor
performs FS with the received test vectors for the un-
processed faults in the fault list. These processes are
repeated until all the target faults are processed on each
processor.

Fault Broadcasting: Each processor makes a fault list
of all faults in the circuit, not just its target faults. Each
processor selects one of the target faults from the fault
list, and generates a test vector for the fault. Then, it
performs FS with the test vector for all the faults in
the fault list. When the number of generated test vec-
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tors reaches A by repeating TG and FS, the processor
broadcasts not the test vectors but the faults processed
by TG and FS during generating A test vectors to all
other processors. This broadcasting is repeated until
the fault coverage of the target fault reaches p.. On the
other hand, when a processor receives processed faults
from another processor, it updates its fault list with the
received faults. After' the completion of broadcasting,
FS is performed for only target faults in the same way
as the VB system. These processes are repeated until all
the target faults are processed on each processor.

3. Performance Analysis
3.1 Test Generation in Uniprocessor System

The relationship between the number of unprocessed
faults and the number of generated test vectors has been
analyzed by Goel [8]. Based on his analysis, we assume
that the relationship can be shown by the curve of Fig. 2.
As shown in this figure, the curve is composed of two
phases and is determined by Fp, a, k and ¢, where Fy is
the total number of faults and a, k and ¢ are constants
which depend on the circuit and the test generation al-
gorithm, as follows.

(i) In the first phase, called Phase I, the number of
faults processed with a test vector is proportional
to the number of faults remaining before generating
the test vector. Hence, the number of unprocessed
faults f for ¢ generated test vectors is expressed as

f = Fpa’ (D

where 0 < a < 1. When the number of unprocessed
faults becomes ¢Fy (0 < ¢ < 1), the phase turns
from Phase I to the second phase, Phase II. Ther-
fore, the number of unprocessed faults at the end
of Phase I can be expressed as

¢Fy = Foa™™ (2)

where 77 is the number of generated test vectors in
Phase 1.

(ii) In Phase II, k£ faults are processed with each test
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vector. Hence, the number of unprocessed faults in
Phase II can be expressed as

f=¢F—k(t—Ty) 3)

where k = 1. By letting 7y be the total number of
generated test vectors, from Eq. (3), we have
0 = ¢Fy— k(To —T7)
oFy = kTq; (4)

where 177 is the number of generated test vectors
in Phase II.

From Egs. (2) and (4), we have

Ty = log, )
Trr = %. )

Therefore, the total number of generated test vectors is
given by

T(U) =To =T+ T}y
O F

= log, ¢ + TO (7)

Throughout our analysis, we shall use the CPU
time estimates as an estimate of the test generation cost.
Let ¢; be the cost of generating a test vector for a fault.
From Egq. (7), the total TG cost is expressed as

Ctest(U) = ¢TIy

= (loga o+ %) . (3

The cost of FS with a vector is assumed to be composed
of the factor ¢y which is independent of the number
of simulated faults, and the factor c;; which is propor-
tional to the number of simulated faults, i.e., the number
of unprocessed faults. Hence, from Egs. (1) and (3), the
total FS cost can be expressed as

Tr

Cszm(U) = Z (CsO + CleOat_l)
t=1
Trr

+Y (eso + o1 ($Fo — k(t — 1))

t=1

Cs0 (1Oga ¢ + %)

+caFp (% + %5 (1 —+ %)) .

&)

Therefore, the total cost of test generation in the unipro-
cessor system can be expressed as

OtotaE(U) = Ctest(U) + Csim(U)' (10)

We shall analyze the performance of the VB and
FB systems under the above analytical results.
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3.2 Test Generation in Multiprocessor Systems

In order to apply the analytical results of the uniproces-
sor system to the analysis of the multiprocessor systems,
we have the following assumptions;

(i) All processors are uniform, i.e., the cost of TG for
a fault and the cost of FS with a test vector are
denoted by c;, cso and cg1 for all processors.

(ii) Equal and homogeneous work load is allocated to
each processor, i.e., an equal number of faults is
allocated to each processor, and the ratio of easy-
to-detect faults to hard-to-detect faults is the same
for all processors.

(iii) Let S be the set of all faults for a given circuit. Let
S’ be any set of faults that are randomly extracted
from S. The relationship between the number of
test vectors and the number of unprocessed faults
for S’ is the same as that for S, i.e., the relationship
between the number of test vectors and the number
of unprocessed faults for S’ is denoted by the pa-
rameters, g, ¢ and k, which denote that for S.

To simplify the discussion, we analyze the perfor-
mance of the VB and FB systems provided that all pro-
cessors communicate during Phase I, i.e,, 0 < p. < 1—0¢.

3.2.1 Number of Unprocessed Faults

First, let us consider the relationship between the num-
ber of unprocessed faults and the number of generated
test vectors in the VB system.

Let N be the number of processors. Since Fy faults
are partitioned among /N processors, each processor per-
forms TG and FS for Fp/N faults. While the fault cov-
erage is less than p., each processor broadcasts A gener-
ated test vectors. If it is assumed that while a processor
generates A test vectors, another processor also generates
A test vectors for all processors, then when each proces-
sor broadcasts A test vectors, it receives A(N — 1) test
vectors from N — 1 processors. Since the A test vectors
are generated without respect to the received A(N — 1)
test vectors, some of faults detected with the generated
test vectors may be also detected with the received test
vectors. This work duplication will increase as the num-
ber of N increases, and as the number of the commu-
nication period X increase. Therefore, we assume that
the number of faults detected with AN test vectors gen-
erated in an N-processor system is equal to the number
of faults detected with (AN)" test vectors generated in
the uniprocessor system, where 0 < r < 1. Thus, the
number of unprocessed faults can be expressed as
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F -
fop = —gMN)7P (Foz f2(1—pe)Fo)

I
for = (1 _pc)ﬁoat_n”b (1-pe)FozfzeFs) (11)
F
f'ub = % - (t - Tlvb)

where b is the number of broadcasts, ¢ is the number of
generated test vectors, and T,,, and 77, are the num-
bers of test vectors generated before the completion of
broadcasting and in Phase I, respectively.

Next, we consider the number of unprocessed faults
in the FB system. In the FB system, while the fault cov-
erage is less than p., FS is performed not only for the
target faults but also for all the unprocessed faults in
the fault list. After the fault coverage reaches p., each
processor does not broadcast processed faults, and per-
forms FS for only its target faults as well as that in the
VB system. Thus, the number of unprocessed faults in
the FB system can be expressed as

(¢pFozf=0)

Fro = FpaPN)™ (Fof2(1-pe)Fo)

Fi
I =(—pe) a0 (mparozszer) (12)
F
fro= PFo k(t —Trsp)  (6Fo=f20)
N

where T.f, and Ty, are the numbers of test vectors
generated before the completion of broadcasting and
in Phase I, respectively.

Note that when p. = 0, no data is transferred
among processors, and accordingly Eq. (11) is equal to
Eq.(12), i.e,

F
Jnb = ﬁoa*’ (FozfzFb)

oF, (13)
Jnb = ~ E(t —Trnp)  (#Fozf20)

where T7,; are the number of test vectors generated dur-
ing Phase I in this system. The system expressed as
Eq.(13) is especially called the Non-Broadcasting (NB)
system.

3.2.2 Number of Test Vectors and TG cost

Let B, be the total number of broadcasts in the VB sys-
tem. When the fault coverage reaches p., broadcasting
is finished. Hence, from Eq.(12) we have

log (1 — p.
By, = —gZA(N)rp ), (14)

Since A test vectors are broadcasted at each broadcast-
ing, the number of test vectors generated during broad-
casting in the VB system is expressed as

chb = )\Bvb

_ )\IOga<l - pc)
G )
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The numbers of unprocessed faults at the end points of
Phase I and Phase II can be expressed as

Fq Fo 1t

—— — 1 _ - Tvb cvb
o5 = (L-p)ja (16)
Fy
N
where T, 1s the number of test vectors in Phase II.
From these equations and Egs. (5) and (6), we have

0=¢— —Kklrre (17)

TI'ub = TI - ]_Oga(]. _pc) + chb (18)
T
Trrop = % (19)

Hence, the number of test vectors generated by each pro-
cessor s

Tovs = T + Trrop
' Trr

A
=1 - (1 - W) log, (1 — pe) + N
(20)

Therefore, the total number of test vectors generated in
the VB system can be expressed as

T(VB) = NTOvb
= T(NB)-N <1 —~ (Aj\\f)"") log, (1 — pe)
(21)

where
T(NB) = T(U) + (N — )1} (22)

From Eqgs. (21) and (22), we can see that the total num-
ber of test vectors increases as the number of processors
increases. However, we can also see that the total num-
ber of test vectors decreases as the communication cut-
off factor increases, and as the communication period
decreases (Fig. 3).

In the same way as the VB system, the total number
of broadcasts in the FB system can be derived from Eq.
(12), and the number is equal to that in the VB system,
ie.,

By = Bup. (23)

Number of T(VB)
test vectors T(FB)

Com. cut-off 0.4
factor p .

Fig. 3 Number of test vectors.
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After the completion of broadcasting, each processor
performs TG and FS in the same way as the VB system.
Consequently, the total number of test vectors generated
in the FB system is equal to that in the VB system, i.e.,

T(FB) =T(VB). (24)

From Eq.(20), the total TG cost in the VB and
FB systems is obtained in the same way as Eq. (8) as
follows.

Otest(VB) = Ctest(FB)
A
= Ciest(NB) — ¢ <1 - m) log, (1 ~ Pe)
(25)
where
Cast(NB) = e (08, 6 + <) (26)

From Egs. (25) and (26) we can see that in the VB and
FB systems, the TG cost in Phase II can be reduced by
multiprocessing, and the total TG cost can be further
reduced by broadcasting compared with the NB system.

3.2.3 FS Cost

First, let us consider the FS cost after the (b — 1)-th
broadcasting until the b-th broadcasting in the VB sys-
tem. Each processor preforms FS with test vectors gen-
erated by itself once and with test vectors received from
(N —1) processors, and consequently FS is performed NV
times. Since the number of faults detected by perform-
ing FS with AN test vectors generated in an /N-processor
system is equal to that with (AN)" test vectors generated
in the uniprocessor system, we assume that each proces-
sor can detect several faults with the first (ANV)” test vec-
tors and can detected no fault with the last AN — (AN)”
test vectors by performing FS. Hence, the number of
faults simulated between the (b — 1)-th and b-th broad-
castings is expressed as

(N)”

F
’I’qub(b) = Z NOCL

t=1

+ (AN — (AN)") %GQN”

(AN)"(b—1)+(t—1)

1= a7 Fy awyre-n
l—-a N
Fy

+ (AN — (AN)") Fra aN)"b, (27
Broadcasting is repeated B, times while the fault cov-
erage is less than p., and after the completion of broad-
casting, FS is performed only for the unprocessed faults
in the fault list. Therefore, the total FS cost given by

Csim(VB)
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By
= (cs0AN + carnpu (b))
1

Trop—Tcwb

F
+ Z <CSO + Csl(l pc) ]\? t 1)
t=1

Trrvp F
+ ; (CSO + Cs1 <¢FO - k(t - 1)))

— Com(NB) + 0 (&% - 1) log, (1 — pe)

051FO Dc r ANYT
(28)
where
Csim(NB) = ¢s | log 915—1-m
m @ kN
cs1Fo ¢ ¢ ¢Fo
N (1— t3 ( TN
(29)

From Eq. (28) we can see that the total FS cost in the
VB system is larger than that in the NB system.

In the FB system, while the fault coverage is less
than p., FS is performed for all the unprocessed faults
as shown Eq. (12). Therefore, the number of faults sim-
ulated between the (b — 1)-th and b-th broadcastings is
expressed as

A
ngep(b) = Zpoa(w)*(b—l)ﬂtfl)
t=1
A
= 1-a FogON)7(0=1) (30)

1—a

After the completion of broadcasting, each processor in
the FB system performs test generation as well as that
in the VB system. Hence, in the same way as the VB
system, the total FS cost of can be expressed as

Coim(FB) = Cyim(NB)

e (1 - (—MA\,—)> log, (1 p.)

+ CslchO ].—CL/\ 1
l—a \1—a®M" N/’

(3D

3.2.4 Communication Cost

In the VB and FB systems, each processor communi-
cates with (IV —1) processors for each broadcasting. On
the other hand, since all processors are connected via
a single communication bus, the communication com-
petition such that while a processor communicates with
another processor, the others cannot communicate will
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occur. The competition will increases as the number of
processors increases. Hence, the total costs of commu-
nication in the VB and FB systems are expressed as
Bayy
Ceom(VB) = > ceup(B)N(N — 1) (32)
b=1
Bjy
Ccom(FB) = chfb(b)N(N - 1) (33)
b=1

where c..5(b) and cqg,(b) are the costs of communica-
tion with a processor at the b-th broadcasting of each
processor in the VB and FB systems, respectively. In
the VB system, A test vectors are broadcasted at each
broadcasting, and hence we have

Ccvb(b) = Cevb0 + Covb1 A (34)

where ceupo and cep1 are constants. In the FB system,
the faults processed newly between the (b — 1)-th and
the b-th broadcasting are broadcasted at the b-th broad-
casting. From Eq. (12), the number of faults processed
newly until the b-th broadcasting after the (b— 1)-th one
can be expressed as

FpaON)0-1) _ FoaON)T (=14, (35)
Hence, we have
cern(b) = ceppo + ceppi (1 — a) FoaPM) -1 (36)

where c.rpo and c.pp are constants. From the above
equations, the total costs of communication in the VB
and FB systems can be given by

Ccom(VB) = (CcvbO + ccvbl)\)
log, (1 — pc)
(AN)”

log, (1 — pe
Ccom(FB) = <Ccfb0_()<\]\7)7‘—)

N(N -1) (37)

L
+Cefp1 Pe'0 )N(N — ].). (38)

1—aON)"
From these equations, the total cost of fault broadcast-
ing is smaller than that of vector broadcasting when
chO A
efbl e (L —
log,(1—pe) _ T o (L=
(AN)T
Figure 4 shows the cost of the b-th broadcasting. As
shown in this figure, c..;(b) is constant and c.z,(b) de-
creases as the number of broadcasts b increases. Hence,
if the two curves obtained from Egs. (34) and (36) make
a cross point as shown in Fig. 4, i.e., if

(39)

Cevbo T Ccvb1>\ — Cefbo

Cfv0 + CfvlFO<1 - a)\)a~(/\N)T < Cewb0 + Ccvbl)\
< Cefbo + coppr Fo(1 —a),  (40)
then we can obtain a smaller cost of broadcasting by
switching the communication data from test vectors to

faults. Furthermore, if we switch the communication
data when the number of broadcasts b reaches B,:
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1 ‘ Cevb0 + Ccvbl)\ — Ccfb0
B, = 1 1, (41
(N Og“( comFol—an) )7 1)

then we can obtain the minimum communication cost.

3.2.5 Speedup

The speedups of the VB and FB systems are expressed
as

S(VB)
_ Ctotal(U)
N Ctest<VB) + Csim (VB) + Ocam(VB) (42)
S(FB)
Ctotal(U) (43)

" Ceest(FB) + Coim (FB) + Coom(FB)’

Figure 5(a) shows the speedup versus the communica-
tion cut-off factor and the communication period in the
VB system. From this figure we can see that the speedup
increases as the communication cut-off factor increases
due to the decrease of the TG cost. Moreover, we can see
that as the communication period increases, the speedup
also increases, due to the decrease of the communication
cost. Figure 5 (b) presents the speedup versus the num-
ber of processors in the VB and FB systems. From this
figure we can see that the speedup increases as the num-
ber of processors increases. However, we can also see
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that the increase of the speedup is degraded by the in-
crease of the communication cost when the number of
processors is large. This figure shows a case that the
total cost of test generation in the FB system is smaller
than that in the VB system, and hence the speedup of
the FB system is larger than that of the VB system.

4. Experimental Results

The VB and FB systems were implemented on a network
(Ethernet) of workstations (DEC5000/25s), where the
FAN[9] algorithm was used as a test vector generator
for each processor. We made experiments using five
benchmark circuits of ISCAS’85[6] combinational cir-
cuits and the combinational parts of ISCAS’89[7] se-
quential circuits. Here we present part of the results due
to the limitation of space. Experimental results show
similar tendencies for all circuits.

Number of Test Vectors

Figure 6 (a) shows the total number of test vectors gen-
erated for s15850 in the VB system. From this figure
we can see that the total number of generated test vec-
tors increases as the number of processors and the com-
munication period increase, and as the communication
period decreases. Figure 6 (b) shows the total numbers
of test vectors generated for s15850 in the the VB and
FB systems. From this figure we can see that the to-
tal number of test vectors generated in the VB system
is almost the same as that in the FB system, and that
the total number of generated test vectors can be reduced
by broadcasting. These results coincide closely with the
analysis in Sect. 3.

Speedup
Figure 7 presents the speedups of the VB and FB sys-
tems. From this figure we can see that the speedups
increase as the number of processors increases for all cir-
cuits. By comparing the curves in Fig.7(a) with those
in 7 (b), we can see that the speedup of the FB systems is
larger than that of the VB systems for all circuits. This
is because the total FS cost in the VB system is larger
than that in the FB system.

Figure 8 shows the speedup versus the communi-
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processors

(a) vs. com. cut-off factor
and com. period (VB system)

Fig. 6 Experimental results for s15850: Number of test vectors.
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cation cut-off factor and the communication period in
the FB system. From this figure we can see that the
speedup increases as the communication cut-off factor
increases due to the reduction of the TG cost, and as the
communication period increases due to the reduction
of the communication cost. However, we can also see
that when the communication cut-off factor is large, the
speedup decreases, and hence there exists the optimal
communication period which maximizes the speedup
(in this case, the maximum speedup is 8.35 when the
communication cut-off factor is 0.8 and the commu-
nication period is 11). This result does not coincide
with the analytical result in Sect.3 that the speedup
increases monotonically as the communication cut-off

Speedup ratio
VB system

of //\
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w5315
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3| 81307
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Fig. 7 Experimental results: Speedups of VB and FB systems.
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Fig. 8 Experimental results for s15850: Speedup of FB system.
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Fig. 9 Experimental results for s15850: Communication cost.

factor increases. This may be because we analyzed the
performance provided that broadcasting is performed
only during in Phase 1. Hence, we can consider that
broadcasting in Phase II is not effective in reducing the
TG cost. Moreover, we can also consider that the re-
lationship between the number of test vectors and the
number of unprocessed faults for actual circuits is not
clearly partitioned into Phase I and Phase II.

Communication Cost

Figure 9 (a) illustrates the cost of each communication
between two processors versus the number of broadcasts
for s15850. From this figure we can see that the shapes
of the curves are similar to those in Fig. 4 obtained from
the analysis under the theoretical models. Furthermore,
we can see that there exists a cross point of these curves
when the number of broadcasts is 3, and hence we also
implemented the VFB system in which the broadcasted
data are switched from vectors to faults. Figure 9 (b)
shows the total costs of communication in the VB, FB
and VFB systems. As shown in this table, switching
broadcasted data from vectors to faults is effective in
the reduction of the communication cost.

5. Conclusions

In this paper, we analyzed the performance of parallel
test generation for combinational circuits in the vector
broadcasting (VB) and fault broadcasting (FB) systems
where the communication cut-off factor and the commu-
nication period were applied. We also presented experi-
mental results on the VB and FB systems implemented
on a network of workstations using ISCAS’85 and IS-
CAS’89 benchmark circuits. The analytical and experi-
mental results show that the total number of test vectors
generated in the VB system is the same as that in the FB
system, the speedup of the FB system is larger than that
of the VB, and it is effective in reducing the commu-
nication cost to switch broadcasted data from vectors
to faults. As future work, we will apply the results of
this work to the parallel test generation for sequential
circuits.
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